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SYNOPSIS

The behavior of 2D flood flows in flood plain with structures and the hydrodynamic forces
acting on structures were investigated experimentally and numerically. Front positions, depths
and surface velocities of flood flows as well as hydrodynamic forces acting on the structures
were observed in experiments. Comparisons of numerical results with these experimental data
demonstrated that a numerical model based on FDS technique and unstructured FVM for 2D
flood flows (FUF-2DF model) can simulate the behavior of 2D flood flows as well as the forces
acting on structures with reasonable accuracy. A numerical simulation of flood flows in a proto-
scale urban area was also carried out to demonstrate the capability of the FUF-2DF model for
predicting possible flooding scenario and for estimating the degree of structural damage.

INTRODUCTION

In recent years, flooding due to heavy rain fall in the densely populated and highly
developed areas have been increasing in many parts of the world. In urban areas, the
importance of the interaction between flood flows and complicated flood plain geometries
with structures, road networks and so on for predicting the behavior of flood flows and
risk analysis for structural failure has been recognized ((10),(14)). Numerical models are
useful in investigating and predicting possible flooding scenario, which can then be used to
formulate suitable flood hazard mitigation measures.

Several models for simulating 2D flood flows have been reported in recent years ((3),
(4), (5), (6), (8), (13), (15), (16)). Some models((3), (5), (8)) have been verified against
experimental data on flood flow on featureless horizontal or sloping bed. For extensive
verifications of the model, reliable experimental data on both flow depths and velocities of
flows in complicated flood domain, need to be compared with computed results. However,
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Fig.1 Experimental Set-ups

as far as we know, the quantitative verifications on flow depth and velocities in flood plain
with structures have not been reported since there has been no experimental data on flow
velocities.

The degree of structural damage is related to the hydrodynamic forces acting on a
structure (10). Fukuoka et al. (7) studied the forces on the square shape structure in
uniform flows, and showed that the forces acting on a structure could be computed by
taking the difference of hydrostatic pressures between the front and back of the structure.
Akiyama et al. (1) also showed that the relationship between hydrodynamic force and
hydrostatic pressure described above could be applied even when the angle of attack of a
square pillar was changed. Ramsden and Raichlen (11) showed that the observed forces
on a vertical wall due to bores and the computed forces assuming the hydrostatic pressure
distribution agreed reasonably well, except for a brief time after the bore front reached the
wall.

In this paper, the behavior of 2D flood flows in flood plain with structures and the
hydrodynamic forces acting on structures are investigated experimentally and numerically.
In the experiments, front positions, depths and surface velocities of flood flows as well as
forces acting on structures were quantified. The accuracy and applicability of the FUF-
2DF model (a numerical model based on Flux-Difference Splitting (FDS)(12) technique
and Unstructured Finite-volume method (FVM) for 2D Flood flows) were verified against
these experimental data. In addition, a numerical simulation of flood flows in a proto-scale
urban area was performed.

EXPERIMENTS

The experimental set-ups consist of a reservoir and a flood plain separated by a gate-
fitted wall as shown in Fig.1. The reservoir is 1.93m long and 3.0m wide, while the flood
plain is 2.79m long and 2.6m wide. The beds of both the reservoir and flood plain are
horizontal and made of acrylic boards. The flood plain has open boundaries on all sides.
The gate is 0.5m wide and located at 0.75m from the left-side end of the wall separating
the reservoir from the flood plain.

The experimental conditions are shown in Table 1. Structures such as houses and



Tablel Experimental Conditions
Initial Depth in | Locations of Observation | Arrangement of

Reservoir h, (m)| Stations Square Pillars
x (m) [y (m]]| 050
a]0.585] 0.00
B11.3357 0.00
‘ Soeos| 05
0.2 & T T35 -T.00

2.00

Fig.2 Example of Dam-break Flows with Structures

buildings were modeled by placing 0.06m wide and 0.2m tall square pillars in flood plain.

These pillars are tall enough to be unsubmerged. The reservoir had an initial depth .

h,, while the flood plain was initially dry. The dam-break flows were simulated by
instantaneously opening the gate separating the reservoir and the flood plain. An example
of the dam-break flows is shown in Fig.2.

The flood wave front positions, flow depths and surface velocities at each observation
station (Table 1) were observed. The hydrodynamic forces acting on structures A~F
(Table 1) were also observed. Flood wave front position was visualized and recorded with
a digital VTR, and analyzed by a computer. Flow depths were determined by analyzing
the water surface profiles, which were visualized by a laser light sheet and recorded with
a digital VIR. Surface velocities U were obtained by analyzing the motion of foam
polystyrene particles with diameter = 6 mm, floating on the water surface, with Particle
Tracking Velocimetry (PTV). From measurements of Uy, the depth-averaged velocities
U, were calculated as U, = 0.90U,. This relationship was obtained by means of the
logarithmic law, and was verified in the case of 1D dam-break flow by Akiyama et al.(2).
The hydrodynamic forces acting on the structures were determined by a 2-component load
cell. Each experiment was repeated at least 4 times under the same conditions in order to
improve data reliability.

FUF-2DF MODEL

Since the FUF-2DF model is the same as the reference (3), the outline of the model is
shown briefly here. The FUF-2DF model(3) uses the following 2D shallow water equation
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as the governing equation
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where U = flow vector; E and F' = flux vectors; § = vector containing source and sink
terms. The above vectors are given by

h uh :
U=} uh |;E= u2h+%—gh2 :

vh uvh
vh 0
F = uvh ;8 =1 —gh(Sez—Siz) (2)
v2h + gh? —gh (Sey — Sty) :

where h = flow depth; u,v = flow velocities along z- and y-direction, respectively; g =
acceleration due to gravity; Sy, and Sgy = bed slopes along z- and y-direction = —3z,/dz
and —0z,/dy, respectively; z = bed elevation; Sy, and Sy, = friction slopes along z- and
y-direction, respectively. The friction slopes are estimated as

nuv/u? + 02 n2uyv/u? + v2
Ste=—"pim 5 Sw="pap ®3)

where n = Manning’s roughness coefficient.
The flux vectors F and F' are related to U through their Jacobian matrices A and
B as

0 1 0 0 0 1
F
A:g—g—: —u?+c? 2u 0 ;B:—g-[j: - v u (4)
—uv v U —vi4+c? 0 w

where ¢ = celerity= /gh.
The integral form of the governing equations is obtained by integrating Eq.1 over a
control volume ) using the Gauss divergence theorem as

-a—/UdSnL% (F-n)dL+/SdS:O (5)
ot Jo a0 Q ‘ ‘

where n = outward-pointing unit vector normal to the cell face 00 = (ny,ny); F-n =
Eng + Fn, is normal flux vector; dL = length of 0{], dS = area of Q.
The normal flux vector F - n is related to U through its Jacobian matrix C,, as
_A(F-m) |

Fq.5 is numerically integrated by using the unstructured finite volume discretisation and

“a forward Euler time discretisation. Also, the numerical flux through the cell faces is

calculated by FDS technique (12).

The FUF-2DF model uses an unstructured grid system. In the system, grid sizes may
be varied in computational domain to fit the local geometry, enabling the laying out of the
grid around complicated geometries to be easier and more correct than a structured grid
system. Considering the ability of the grid system, the FUF-2DF model is thought to have
the capability of reproducing complicated urban area with structures, road networks etc.
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MODEL VERIFICATION

Numerical experiments on 1D dam-break flows confirm that the FUF-2DF model
always yields stable results if the flood plain tail water depth remains above h,=0.00001m.
In the computations, the minimum depth in a flood plain was initially set to h,=0.00001m.
The bed friction term computed by Eq.3 may become unrealistically high when the depth
remains below 0.001m. In such cases, the bed friction was set to zero. Manning’s roughness
coefficient was set to 0.01 for the acrylic bed. The computational area was divided into
7965 cells as shown in Fig.3. ,

Fig.4 compares the computed front positions with the observed data at different
times. In the computations, the interface between the depths h and h, was defined as the
front position. It can be seen that the overall agreement between computed front positions
and observed ones is satisfactory although the predicted front propagation speed along the
centerline of the gate is slightly slower than the observed one.

Figs.5 and 6 compare the computed depths and velocities with the observed data at
each observation station, respectively. It was observed that the flow depths and velocities
rose suddenly in the beginning. The sudden rise of depths and velocities indicated the
arrival of the flood wave front. At Station a, near the gate, for the initial several
seconds after opening of the gate, the computed depths were lower than the observed
data. Thereafter, although the computed depths are slightly higher than the observed
data, the agreement between the computed and observed data was generally satisfactory
(Fig.5 (a)). At Station b, behind the structures, it was observed that the flow was strongly
affected by the structures, so that the flow changed rapidly and became irregular. Under the
flow phenomena, the assumption is that hydrostatic pressure and negligible effective stress
is seriously compromised, and this is reflected in the discrepancy between the computed
and observed flood depths. In the initial several seconds after opening of the gate, the
computed depths are lower than the observed data. As time passes, the discrepancy
between computed and observed depths decreases (Fig.5 (b)). At Station ¢, although
the computed depths are slightly higher than the observed data, the agreement between
the computed and observed data is generally satisfactory (Fig.5 (c)). At Station d, which
is away from the gate center axis, the computed depths mostly agree with the observed
data (Fig.5 (d)). At Station e, the flow depth shows a rapid rise initially followed by
a slight drop and a second rapid rise before beginning to decrease gradually (Fig.5 (e)).
The presence of structures complicates the flow and produces such variations in depth.
The computed depths reproduce the trend although some discrepancy in the magnitude is
noted. At Stations a and ¢~e, the agreement between computed velocities and observed
data is generally satisfactory (Figs.6 (a)~(d)).
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Fig.6 Comparison of Computed and Observed Velocities

The above findings demonstrate that as long as the flow conforms to the assumption
underlying the governing equations, the FUF-2DF model can largely predict the depths
and velocities of 2D flood flows on a horizontal dry-bed with structures.

HYDRODYNAMIC FORCES ACTING ON STRUCTURES

The hydrodynamic forces acting on structures €2, which is set to the control volume
{1 in Eq.5, in the z-direction D, and the y-direction D, can be computed as

1 ' 1 ,
D, = —upf , é-ghznxd[,; D, = —p% , §gh2nydL (7
%Y o9

where p = the density of the water = 1000kg/m?, Q" = boundaries of structure, L' = the
length of %Y. :

Fig.7 compares the computed forces with observed data at Structures (A~F in Table
1). Using the computed depth h, the hydrodynamic forces D acting on structures were
computed by Eq.7. The observed forces D, at all structures rise to their maximum in the
beginning and then continue to decrease. Also the observed D, increase as the structures
are away from the gate center axis. This is captured correctly by the FUF-2DF model.
On Structures A, C, F and F, the computed D, are lower than the observed data for
initial several seconds after opening of the gate. Thereafter, the computed forces and the
observed data agree reasonably well for all the structures. The explanation for this trend
can be found in the discussion on depths and velocities. The maximum computed forces
underpredict the observed data. On the Structures B and D, the computed D, and D,
are greater than the observed data for initial several seconds after opening of the gate. In
the experiments, which were carried out, active air entrainment into the flow was observed
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during very rapid flow around the Structures B and D. Owing to this, value of density
of water may have been lower than that used in the computations. As the flow became
stabilized, the computed forces and the observed data agreed reasonably well.

The above findings demonstrate that the FUF-2DF model generally reproduces the
observed hydrodynamic forces with reasonable accuracy.

APPLICATION OF THE MODEL TO A PROTO-SCALE URBAN AREA

The FUF-2DF model is applied to a model urban area of M-City(10), which suffered
serious damage from the San-in heavy rain in July, 1983. The details of the flooding
were reported in (10) and the data for the simulation such as arrangement of structures,
road network was obtained easily from (10) comparatively. Fig.8 shows a model urban
area of M-City. A dike breaching section and an inundation discharge at the section
shown in Figs.8 and 9 were assumed according to (10), respectively. In the simulation,
the bed elevations of the model area were set constant and the area was divided into
6756 computational cells as shown in Fig.10. The boundaries of a dike and structures
and the boundaries of the model urban area are applied to closed boundary conditions
and free out flow conditions, respectively. The values of Manning’s roughness coefficients
(n=0.043:street, n=0.067:residence block) are given according to (9). The value of n in
residence block may be overestimated in this simulation, since the value used in (9) includes



the effects of the structures on the flows. The computational cells, which are not inundated,
are applied to dry-bed conditions (3).
Figs.11, 12 and 13 show that the front positions of flood flow, flow depths and velocity

vectors at different times, respectively. These figures reveal that (I) the front of flood flow

tends to propagate along a wide street, and (II) a flood flow tends to accelerate between
structures. )

In almost all computational cells and structures, computed flow depths and
hydrodynamic forces became maximum when the inundation discharge became maximum
(t=6000sec (Fig.9)). Figs.14 and 15 show the computational results of maximum flow
depth Mypee and maximum hydrodynamic force | Dl per unit area, respectively. This

shows that (I) the maximum depth near the dike breaking section are higher than other

places, and (II) the maximum hydrodynamic force per unit area of Structures a [, m and
2z are higher than other structures. This also indicates that the structures a, I, m and 2z
are exposed to danger of being damaged comparing with other structures.

CONCLUSION

The behavior of two-dimensional flood flows in flood plain with structures and
the hydrodynamic forces acting on the structures were investigated numerically and
experimentally. The front positions, depths and surface velocities of flood flows as well

as hydrodynamic forces acting on the structures were observed by using an image analysis,’

called PTV and a 2-component load cell, respectively. The FUF-2DF model was verified
against these experimental data. It was quantitatively confirmed that the FUF-2DF model
can reproduce the observed parameters with reasonable accuracy. A numerical simulation
of flood flows in a proto-scale urban area was also carried out and the capability of the
FUF-2DF model for estimating the degree of structureal damage was demonstrated.
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APPENDIX-NOTATION
The following symbols are used in this paper:

U = flow vector;
E, F
S

I

flux vectors;

vector containing source and sink terms;



So:m SO@]
Stas Sy

flow depth;

velocities along x- and‘y—direction, respectively;

acceleration due to gravity;

bed slopes along x- and y-direction, respectively;

friction slopes along x- and y-direction, respectively;
Manning’s roughness coefficient;

celerity(=+/gh);

outward-pointing unit vector normal to cell face = ({ny, ny));
normal flux vector; and

Jacobian matrix.
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