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Open-channel confluences are common in nature as well as in hydraulic structures and play an 
important role in fluvial channel processes. Flow at these regions is characterized by three 
dimensionality and is strongly affected by secondary currents induced by channel streamline 
curvature. A 3D model enables to describe and compute most characteristics of flow in this 
region. However, such a model is costly and is not practical. Therefore, it should be useful and 
more practical, if simpler models are developed. For this purpose, we introduce some of such 
models, depth-averaged 2D models. In the present study, first, selection of a suitable 
turbulence model is done. Then, four different types of depth-averaged 2D models are 
performed. Computed results with these models are also compared to the experimental ones 
and to each other for discussion about adequacies of these models. 
   Key Words: Open channel flow, secondary current, depth-averaged 2D model 

 
 
 
1. Introduction 

 
  Channel confluences are common in natural rivers and 
hydraulic structures and play an important role in fluvial 
channel processes. Flow features in these regions are 
complicated and are characterized with one separation 
zone or recirculation zone immediately downstream of 
the confluence in the inner bank side and one contracted 
flow region in the outer bank side. These features are 
influenced by numerous factors, such as geometry ones, 
for example the size, shape, slope of channels and angle 
between channels, and flow ones, for instance the Froude 
number in the downstream flow, the ratio of discharge in 
the two channels. Complexity of flow at the vicinity of 
the junction arises due to deflection of lateral flow 
entering the main channel and this makes channel 
streamlines in the post-junction region curved. Recent 3D 

studies, such as Weber et al.1), Huang et al.2), Qing-Yuan 
et al.3), show that flow in a junction are three-dimensional 
with predominant secondary currents of the first kind 
induced by curvature of the streamlines in comparison 
with the ones driven by turbulence. However, except for 
3D computational models, normal 2D models do not 
usually include this flow pattern. Not considering 
secondary currents in modeling of these model leads to 
poor performance in the cases in which flow problems in 
the junction as well as confluence are concerned. 
   Moreover, using 3D computational models is always 
a very good approach and is encouraged to predict flow 
in various channels in general and in a confluence in 
particular. However, this work claims much labor and is 
expensive. 

For the reasons above, depth-averaged 2D 
computational models considering effects of secondary 
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currents are developed to predict flow in curved open 
channels. Several models of this kind proposed are ones 
of Kalkwijk & de Vriend4), of Hosoda et al.5) in which, 
lag between main flows and secondary currents is 
included, and of Onda et al.6) with considering change of 
the velocity profile induced by development of 
secondary currents. The latter two have been recently 
paid attention and some studies applying these two 
models have been conducted. For instance, works of 
Kimura et al.7) are based on applying these models to 
study features of flow and sediment transport in 
open-channel with a side cavity. One another 
application of these models has been carried out by 
Kimura et al.8) to study flow and sediment transport in 
meandering channels. Good performances are obtained 
in their studies. However, there is no application of 
these models carried out to open-channel confluence 
flow so far. 

The purpose of the present study is to apply 
depth-averaged 2D models with effects of secondary 
currents for computation of flow in a vicinity of a 
channel confluence. In this study, four depth-averaged 
2D models applied are 
(a) Model 1: a conventional 2D model using 

zero-equation turbulence models without effects of 
secondary currents; 

(b) Model 2: a 2D model with effects of secondary 
current without consideration of lag between the 
streamline curvature and development of secondary 
currents; 

(c) Model 3: a 2D model with effects of secondary 
currents and lag between the streamline curvature 
and development of secondary currents; and, 

(d) Model 4: a 2D model that consider effects of 
secondary currents, lag between the streamline 
curvature and development of secondary currents as 
well as change of mainstream velocity profile 
influenced by secondary currents. 
Attempts to apply Model 2 are done during the 

process of implementation of this study, but are not 
successful. The reason for this may be attributed to very 
sharp streamline curvature of flow downstream of the 
junction causing very instability of this model. 
Therefore, in the following, only the results obtained 
from the models 1, 3 and 4 are reported. 

   Computational results are compared to 
experimental results of Weber et al.1). The present 
computed results show evident distinctions between 
using the depth-average models with effects of 
secondary currents and using the model without this 
consideration for the case in which secondary currents 
have strong effects on flow pattern. 

2. Computational models 
2.1 Fundamental equations 

 
   The governing equations used in this study are 
depth-averaged 2D shallow water flow equations 
described in Kimura et al.7) in the Cartesian coordinate as 
follows. 
Continuity equation: 
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where (x, y): spatial coordinate, (u, v): depth-averaged 
velocity components in (x, y) directions, t: time, h: water 
depth, (M, N): discharge fluxes in (x, y) directions 
defined as (hu, hv) respectively, g: gravity acceleration, 
(u’, v’): turbulence velocities in (x, y) directions,  zb: bed 
level, (τbx, τby): bottom shear stress vectors, ν: dynamic 
viscosity coefficient, sinθ: bed slope, ρ: water density, β: 

momentum coefficient, :,, 22 vvuu ′−′′−′−  depth-averaged 

Reynolds stress tensors, and Ŝcx , Ŝcy: additional terms 
caused by secondary currents and defined later. 

Components of the bottom shear stress vector are evaluated 
as 
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2
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in which, f: friction factor being a function of local Reynolds, 
Re’≡ uh/ν, evaluated as follows. 
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where κ = 0.41, AS = 5.5. 
The depth-averaged Reynolds stress tensors are evaluated 

- 770 - - 771 -



3 

based on the 0-equation turbulence model. For linear model, this 
term is evaluated as 

ijijhji kSDuu δν
3
2)( −+=−                             (6) 

but for nonlinear one, a non-linear term is added to the Reynolds 
stress tensor proposed by Kimura et al.9) as 
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Dh is eddy viscosity and is evaluated based on an 0-equation 
turbulence model with considering reduction of eddy viscosity 
near wall . In Eq. (6), Dh is evaluated 

*hufD Dh α=                                       (9) 

while Dh in Eq.(7) considers contribution of strain and spin and 
is evaluated as 

*hucfD DDh α=                                    (10) 

k is depth-averaged turbulent kinetic energy evaluated by the 
empirical formula proposed by Nezu & Nakagawa10) as 

2
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Here, u* is local friction velocity (≡ )( 22 vuf + ); α is 

calibrated constant (α = 0.80 is used in this study). 

pλ is a coefficient calculated using the approach of 

Kimura et al.9) ( 29.4=pλ  in the present study). 

fD is an eddy viscosity dumping function and is evaluated as 
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Here, yw is wall distance and h is water depth. 
cD is the coefficient of eddy viscosity and is a function of strain 
and rotation parameters as follows 
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Here, S and Ω are strain and rotation parameters, 
respectively and defined as 

ijSijS
u
hS p 2

1

*
λ= , 

ijijp u
h

ΩΩ=Ω
2
1

*

λ
       

(14) 

i

j

j

i
ij x

U
x
US

∂
∂

+
∂
∂

= , 
i

j

j

i
ij x

U
x
U

∂

∂
−

∂
∂

=Ω
           

(15) 

cns, cnΩ, cds, cdΩ, cdsΩ, cds1, cdΩ1, cdsΩ1 are model constants and their 
values are 0.005, 0.0068, 0.008, 0.004, -0.003, 0.00005, 0.00005, 
and 0.00025, respectively (Ali et al.11)). cβ is the coefficient of the 
non-linear quadratic term and evaluated (Ali et al.11)) as 
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where cβ0 (C10, C20, C30) is the model constant for cβ. mds and 
mdΩ are model constants for cβ and are of 0.01 and 0.003, 
respectively. 
The fourth term at the right-hand side of Eq. (7) represents the 
effect of anisotropy in an equilibrium state. This term is first 
introduced by Kimura et al.9) with coefficients Cij evaluated as 
follows 
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2.2 Secondary current model 
 
   The additional terms expressing effects of secondary 
currents, Ŝcx and Ŝcy, in Eq. (2) and Eq. (3) are defined as 
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Here, Csn and Cn2 are model coefficients defined by Eq. 
(21) using the similarity functions of velocity profile in 

the longitudinal and transverse directions 
sf  and

nf , 

respectively as 
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Hosoda et al.5) derived the coefficients using velocity profiles 

proposed by Engelund12). su  is depth-average velocity in the 

streamwise direction and is defined by Eq. (22). 
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Here, ( )ζsu is streamwise velocity profile in the vertical 

direction. 
The coefficient An means the magnitude of the secondary 
current and is defined as 

)()( ζζ nnn fAu = , 
h
z

=ζ
                  

(23) 

Here, )(ζnu is transverse velocity profile in the vertical 

direction and z is the direction perpendicular to the bottom bed. 
In the model neglecting the lag between the streamline curvature 
and the development of the secondary current (Model 2), An is 
simply evaluated as 

R
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where R is curvature radius of the streamline. In the model 
proposed by Hosoda et al.5), which includes the lag between the 
streamline curvature and secondary current, An is evaluated 
based on the depth-averaged transport equation of vorticity as 
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Here, β is constant (=0.077) and ( )ssu , ( )bsu , ( )snu , ( )bnu  

are streamwise and transverse velocity at surface and 
bottom, respectively. u, v are same as ones in Eq. (2) and 
Eq. (3). In Model 4, which considers the change of 
velocity profile due to secondary current apart from the 
factors as the ones included in Model 3, the coefficient λ̂
is derived by Onda et al.6). A detail description of these 
models is given in Hosoda et al.5) and Onda et al.6). 

 
2.3 Computational scheme 
 
   The fundamental equations are solved numerically 
using the finite volume method with a full staggered 
grid including conservativeness of physical quantities 
and computational stability. The QUICK scheme with 
second order accuracy in space is employed for 
convective inertia terms. The Adams Bashforth method 
with second order accuracy in time is used for time 
integration. 
 
2.4 Computational domain and conditions 
 
   The depth-averaged 2D models in the present study 
are applied to the open-channel confluence flow and all 
computations are carried out under conditions of the 
experiment of Weber et al.1). In this experiment, the 
channel consists of a main channel of 21.946m in length 
and a branch channel of 3.658 m in length located 
5.486m downstream of the entrance of the main 
channel. Both these channels have the same width (W) 
of 0.914m. The total combined flow discharge (Qt) is 
0.170m3/s and the downstream water depth is held 
constant at 0.296m. With these conditions, the averaged 
downstream velocity is 0.628 m/s corresponding to a 
Froude number of 0.37. A total of six runs of the 
experiments were conducted for six various values of q* 
defined as the ratio of the upstream main channel flow 
(Qm) to the total flow (Qt).  
   In this study, two cases, q* = 0.25, that is, Qm = 0.043 m3/s 
and Qb (branch discharge) = 0.127 m3/s and q* = 0.75 (Qm = 
0.127 m3/s and Qb = 0.043 m3/s), are selected for computations. 
Because, for the first case, q* = 0.25, this is a case which 
generates strong secondary current at the vicinity of the junction 
and is a challenge for simulating as well. The second case aims 
to test performance of models with condition of weak secondary 
current, that is, the 3D nature of the channel confluence flow 
diminishes greatly. In order to facilitate simulation, the length of 
the post-junction channel is shorten to 7W (6.398m), where the 
water depth is nearly constant (H0 = 0.3054m for q* = 0.25 and 
H0 = 0.3094m for q* = 0.75), while other dimensions of the 
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computational domain are same as the ones in the experiment. 
Downstream bulk velocity, U0, is approximate to 0.608 m/s for 
q* = 0.25 and 0.600 for q* = 0.75, respectively. 
 

 
Fig.1 Computational grid around the confluence 

 
   The stretching grid is used in this study with the number of 
grid cells of 195 in the x-direction and 105 in the y-direction. 
The width of first cell near the walls is very important. Therefore, 
this is carefully chosen and the wall-near smallest width is 
selected as 0.002m (yw/W=0.0022) in the y-direction and 
0.005m (yw/W=0.0055) in the x-direction. The computational 
grid around the confluence is shown in Fig. 1. 
 
3. Results and discussions 
 
3. 1 Selection of a turbulence model 
 
   In this study, a zero-equation turbulence model is used. 
Hereafter, it is called the turbulence model for simplicity. In this 
section, the results obtained with Model 1 using linear 
turbulence model (Eq.(9)) and non-linear one (Eq.(10)) for the 
case of q* = 0.25 are compared each other for selection of a 
suitable turbulence model for further computations. Fig. 2 shows 
dimensionless time-averaged vector field for the experimental 
data (Fig. 2a) and the cases using linear turbulence model (Fig. 
2b) and non-linear one (Fig. 2c), respectively. 

Length of separation zone is defined as the one from the 
downstream corner of the confluence to the reattachment point 
of the flow.  Fig. 2a shows that the dimensionless length of 
separation zone is about 1.60. Model 1 with the linear turbulence 
model over-predicts too much length of separation zone (up to 
about 3.00) in comparison with the experimental results. In 
contrast, using the non-linear turbulence model improves much 
the result. However, the predicted length of recirculation region 
of about 1.30 with this model indicates that it under-predicts the 
length of this zone. 
   In order to explain the cause of bad prediction of the linear 
turbulence model above, instantaneous velocity vector fields  
for a short time period and depth-averaged dimensionless 
turbulent kinetic energy between the 300th and 450th second 
obtained with linear and non-linear turbulence models are 
displayed in Figs. 3, 4, and 5, respectively. Big differences 
between these two models can be realized. The linear model 

generates steady eddy and hardly oscillation of vortex is 
observed in Fig. 3, while using the non-linear one generates 
unsteady oscillation of vortex as obviously seen in Fig. 4. 
Therefore, it can concludes that not predicting the strength of 
vortex shedding downstream of the confluence is a main reason 
why Model 1 with the linear turbulence model severely 
over-estimates the length of the separation zone. This judgment 
agrees with assessment of Bosh and Rodi13) and Kimura and 
Hosoda14). In contrast, the shedding motion is reproduced using 
the non-linear turbulence model, which considers effects of both 
strain parameter (S) and rotation one (Ω) as seen in Fig.4. 
Although no experimental result of vortex shedding was 
presented in Weber et al.1), this computed results obtained with 
Model 1 using the non-linear turbulence model is sufficient to 
real phenomena. However, this model under-estimates the 
length of recirculation region. The reason, as discussed in the 
next section, is attributed to exclusion of effects of secondary 
current due to streamline curvature.   
 

 
Fig. 2 Comparison of the u*- v* vector fields obtained with 

turbulence models for q* = 0.25 
 

It can be observed from Fig. 5 that the linear turbulence 
model does not predict reasonably distribution of turbulent 
kinetic energy in downstream of the junction in comparison with 
the measured results. Fig. 5a shows that the most turbulent 
region occurs along the boundary of the passing flow and the 
downstream portion of the separation zone. The linear 
turbulence model does not reproduce this important feature. On 
the contrary, the non-linear turbulence model seems to predict 
more reasonably the distribution of turbulent kinetic energy in 
this region (as seen in Fig. 5c). However, it over-predicts too 
high turbulent magnitude. This implies a large unsteady velocity 
fluctuation. The reason for this limitation is unclear, but 
following aspects may have influences on the result. First, 
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Fig. 3 Snap shot of velocity vectors computed with the linear 

turbulence model for q* = 0.25 
 

 
Fig. 5 Depth-averaged dimensionless turbulent kinetic energy 

obtained with turbulence models for q* = 0.25 
 

 
Fig. 4 Snap shot of velocity vectors computed with the 

non-linear turbulence model for q* = 0.25 
 

Model 1 does not consider interaction between turbulence and 
secondary currents. Second, junction flow is highly 
three-dimensional and vertical velocity component is significant 
effects on features of flow (both primary flow and secondary 
ones). However, Model 1 as well as other 2D models in this 
study do not consider effects of vertical velocity component. 
Last reason may be due to unknown inherent limitations of the 
2D models. 
   Based on the above results, the non-linear turbulence model 
is selected for all computations in the next sections. 
 
3.2 u*-v* vector field and flow pattern 
 
In this study, all distances are normalized by the channel 
width, named as x/W, y/W. The velocity components are 
normalized by the downstream average velocity, U0, 
called as u* and v* for u/ U0 and v/ U0, respectively. The 
u*-v* vector field calculated is compared with that 
observed in the experiment, but some preceding 
manipulations are done based on the experimental data to 
generate a depth-averaged one. The computational 

a) Exp.

b) Model 1: linear

c) Model 1: Non-linear
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results are averaged between the 300th and 450th seconds. 
The experimental results are shown together with the 
computed ones for q* = 0.25 and q* = 0.75 as seen in 
Figs. 6 and 7, respectively.    
   As seen from Figs. 6 and 7, all three models reproduce 
important flow patterns at the vicinity of the junction, that is, a 
separation zone immediately downstream of the junction and a 
contracted flow with higher velocity. However, it can be seen 
that there is a difference in separation length generated by the 
models for q* = 0.25 in which secondary current is strong (Fig. 
6).  

As indicated in the previous section, Model 1 under-predicts 
the length of this region (the computed length with it is about 
1.30), while both Model 3 and Model 4 fairly well reproduce 
separation zone with its predicted non-dimensional lengths of 
about 1.60, which agree well with the experimental one of 1.60. 
It is supposed that the secondary current has an effect to extend 
the size of recirculation zone, because the flow near the bottom 
faces toward the center of this region and the reaction force acts 
enlarging the recirculation zone toward the outer side. Model 1 
could not capture this effect because it excludes the effect of the 
 

 
Fig. 6 Comparison of u*-v* vector field for q* = 0.25 with 

the non-linear turbulence model 
 

secondary current. Hence, the separation zone produced with 
Model 1 should be less than those obtained using the two 
remaining models. This result seems to be agreeable to guess of 
Cheng et al.15). Contrarily, Model 3 and Model 4 directly 
consider the effects of secondary currents. Therefore, the results 
calculated using these models are significantly improved in 
comparison with that using Model 1 and well agree with the 
experimental one. 
   In contrast, no significant difference between the results 
generated by models is not observed for the case of q* = 0.75 in 
which secondary current is weak as seen in Fig. 7. The predicted 
separation zone lengths with three models are about 1.20, which 
agree well with the measured one. In this case, the 3D nature of 
the channel confluence flow diminishes greatly and effects of 
secondary current on flow in this region are not strong anymore. 
This is the reason why the results obtained with Models 3 and 4 
are almost same as that obtained with Model 1. As known that 
as q* increases, the recirculation zone decreases both in width 
and length. This feature is very well reproduced with all three 
models as seen in Fig. 7 and all results in Fig. 7 are very well 
agreeable with the experimental one.   
 

 
Fig. 7 Comparison of u*-v* vector field for q* = 0.75 with the 

non-linear turbulence model    
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Fig. 8 Comparison of longitudinal velocity component at 

some locations for q* = 0.25 

 
Fig. 9 Comparison of longitudinal velocity component at 

some locations for q* = 0.75 
 
   In addition, as partly discussed in the previous section, even 
though it is not presented here, an observation of process feature 
of the separation eddy shows that unsteady oscillation of the 
vortex shedding can be seen in all results generated by the three 
models. This characteristic is appropriate to real phenomena.  

However, as also seen from Figs. 6 and 7 that all three 
models over-estimate velocity in the beginning part of the 
separation, which is adjacent to the junction. It may be because 
the flow in this reach is characterized with highly three 
dimensionality and a 2D model should not capture all flow 
features in spite of secondary current effects considered. 
 
3.3 Velocity components 
 
   In order to see more detail of performance of the models, 
comparison of velocity profiles in the x-and y- direction is 
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carried out. Fig. 8 shows the streamwise velocity component 
profiles at some cross-sections along the post-confluence main  
channel for q* = 0.25, while Fig. 9 depicts those at the same 
places for q* = 0.75 with the non-linear turbulence model. All 
velocity values are averaged over the depth. Positive values in 
Figs. 8 and 9 indicate downstream motion, while negative ones 
show upstream motion. 
   It is observed in Fig. 8 that the results obtained with Model 3 
and Model 4 agree well with the experimental ones, except in 
the beginning reach of the separation zone (In this reach, all 
models over-predict velocity as mentioned above). However, 
the similar agreement is not obtained with Model 1, because 
Model 1, as mentioned above, under-predicts the length of the 
separation zone. This can be seen in more details here. The 
separation zone generated with Model 1 seems to drop 
somewhere before the section of x/W = -2.33, while it, in reality, 
extends to a place around the section of x/W=-2.67. This can be 
realized, because velocity direction in the region near the inner 
bank of the main channel changes between the section of 
x/W=-2.00 and the section of x/W=-2.33 and  the velocity 
profile in this region has a tendency to be flattened in the next 
sections as seen in Figs. 8e and 8f. The reason for this 
shortcoming of Model 1, as explained above, is due to not 
considering adequately effects of secondary current. Unlike the 
case of q* = 0.25, Fig. 9 shows that there is no significant 
difference in velocity profiles as well as in location where the 
separation zone drops between the results with Model 1 and 
those with the two remaining ones for q* = 0.75. The reason for 
this, as indicated above, is that as q* is large, secondary current 
is weak and has not significant effects on flow. All simulated 
results agree very well with the experimental ones. 
   In addition, by more carefully observing Fig. 8, a general 
tendency of flow passing through the contracted region 
reproduced with all three models can be realized. When flow 
enters the contracted zone (the outer half of the main channel), 
its velocity increases (as seen in Figs. 8a, b) due to gradual 
contraction of effective section through it flow passes. Then 
flow velocity reaches the peak in somewhere around the 
sections of x/W=-2.00 (as seen in Fig. 8c) and once decreases 
due to enlargement of effective section (as seen in Figs. 8d, e 
and f). This tendency seems to quite suitable for the 
experimental results. The similar tendency is also recognized in 
Fig. 9. 
   One another thing is that there is an obvious difference in 
longitudinal velocity profiles between the cases of small q* 
(=0.25) and large q* (=0.75). Fig. 8 shows that the part with 
high velocity skews toward the outer half of the main channel, 
while Fig. 9 indicates that this part occupies not only the outer 
half but also a portion of the inner one of the main channel with 
less velocity than that for q* = 0.25. The reason is that the 
separation region for small q* is greater than that for large q* as 
seen in Figs. 6 and 7. This causes a smaller contracted flow 

region with higher velocity for small q* in comparison with that 
with lower velocity for large q*. 
   It is also seen that it is not clear to realize difference between 
the results obtained using Model 3 and Model 4 with a 
comparison of depth-averaged velocity components. This may 
be because secondary current has a stronger effect on vertical 
mainstream velocity profile than on depth-averaged mainstream 
velocity one.    
   In summary, for confluence flow with predominant 
discharge coming from the lateral channel (small q*), Model 3 
and Model 4 are superiority ones over Model 1. In the case of 
almost confluence flow coming from the main channel (large 
q*), all the models presented well reproduce flow pattern at the 
vicinity of a confluence channel. 
 
3.4 Velocity profiles 
  
   To highlight superiority of Model 3 and Model 4 over Model 
1, secondary current pattern is reproduced with these models. In 
order to do this, first, water depth is split into layers (21 layers in 
the present study). Then, the vertical velocity component 
(named as w) is estimated with help of the continuity equation 
written for the 3D and the 2D velocity results obtained above as 
well as using the similarity functions of velocity profile in the 
longitudinal and transverse directions, fs and fn,  respectively. Fig. 
10 shows the v*-w* velocity field obtained with this approach 
(with w* is the dimensionless vertical velocity component 
defined as w/W) for present computation and experimental data 
at the cross-section x* = 1.67 for q* = 0.25. It can be seen that 
the secondary flow can been generated with Model 3 and Model 
4. Both the experiment and the numerical model show that the 
secondary flow moves toward the right bank near the surface 
and to the left bank near the bed when looking downstream, thus 
creates a large clockwise vortex. However, both the two models 
presented do not well reproduce the position of this vortex and 
under-predict the strength of this vortex. Model 3 generates the 
vortex with its center skewing toward the inner half of the 
channel. Hence, velocity magnitude in the outer half of the 
channel is weak. Model 4 with considering the change of 
streamwise velocity induced by secondary currents significantly 
improves the position of vortex with its center locating in the 
middle area of the channel. This increases velocity magnitude in 
the outer half of the channel, especially in the near wall region. 
In addition, it can be seen that in the separation zone, which is 
near the inner bank, the experimental data shows that there is 
another small vortex rotating in the same direction as that of the 
large vortex. However, Figs. 10b and 10c show that there is also 
another small vortex in this zone, but it rotates in the reverse 
direction, anti-clockwise one. The reason for that can be 
explained as follows. Computation of the vertical streamwise 
and transverse velocity distributions is based on depth-averaged 
streamlines. This implies that there is no change of streamline 
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direction in the flow layers. Hence, this leads to not predicting 
shape change of the separation zone in the vertical direction, that 
is, size of this region is same along the water depth. The near 
bed flow, which moves toward the inner bank, is prevented 
from approaching the wall and hits the separation zone border, 
thus deflects upward. When this vertical flow reaches the 
surface, it deflects toward both the inside and outside due to the 
weight of the water itself. This process continues and creates an 
anti-clockwise vortex in the separation zone. The shear border 
area between the recirculation region and the contracted one 
seems to like a vertical axis controlling the two vortices. In Fig. 
10b, the strength of the vortex generated with Model 3 is greater 
than that with Model 4 in Fig. 10c. Therefore, the center of the 
larger vortex with Model 3 is closer to this axis than that with 
Model 4. 

As seen from Figs. 10b and 10c that the strength of 
secondary current with Model 3 is stronger than that with Model 
4. This difference can be expected, because Model 4 predicts a 
deceleration of streamwise velocity in the surface flow layer and 
an acceleration of this velocity component in the bottom one, 
which Model 3 does not. These seem to lead to a decrease in 
strength of vorticity predicted by Model 4 in comparison with 
that obtained by Model 3.  

In comparison with the experimental data (Fig. 10a), it can 
be realized that Model 4 predicts secondary flow better than 
does Model 3. Fig. 9 also shows that the presented models do 
not predict precisely secondary current patterns. However, the 
streamwise velocity is reproduced reasonably as shown in Figs. 
6 and 9. This can be explained as follows. In Model 3, similarity 
velocity functions are the ones derived by Engelund (1974), 
which consider vertical velocity profiles as functions of friction 
factors only. However, in Model 4, besides friction factors, an 
important feedback mechanism between the main and 
secondary flow is included. The important role it plays is that it 
reduces imbalance between the centrifugal force and the 
transversal pressure gradient, which is known to produce 
secondary current in curved flow, thus it causes decreasing 
secondary current intensity. Difference in the approach of 
evaluation of velocity similarity functions may have a stronger 
effect on the vertical velocity profiles than on the horizontal 
depth-averaged ones. The above aspects may make good 
prediction of streamwise velocity with both the models. 
However, in their results, there are still some points those do not 
agree with the experimental data. The reason for that is still not 
clear. However, the following aspects may influence on the 
prediction of secondary current pattern in the present study: 

(1) The models presented do not predict change in 
streamline direction at a location in the visualized flow layers. 
This causes an under-estimation of size of the separation zone at 
the near surface area, thus an over-prediction of size of the 
contracted flow one and an over-prediction of that at the near 
bed region, thus an under-estimation of size of the contracted 

flow one; 
(2) At the vicinity of a confluence channel flow, vertical 

velocity gradient is also a significant aspect; however, this is not 
considered by the 2D models presented in this study; 

(3) The models presented only include effects of secondary 
currents induced by streamline curvature, but exclude effects of 
horizontal vortex, which is formed due to downstream 
deflection of the lateral flow entering the confluence and 
impinging on the main channel flow; and 

(4) When the lateral flow impinges on the main one at the 
junction region, a part of its surface water is defected downward. 
This motion creates a secondary current, which has not been 
defined so far. However, this flow pattern is not included in the 
present study. Further study for this kind of secondary current is 
necessary, and a 3D simulation is able to accomplish this task. 

 
3.5 Water surface elevation 
    

In this section, the results of water surface elevation, which is 
normalized by the channel width (W), predicted with the models 
are compared to the experimental one. Figs. 11 and 12 show the 
contours of measured and predicted dimensionless water surface 
elevations by the experiment of Weber et al.1) and by using 
Models 1, 3 and 4 for q* = 0.25 and q* = 0.75, respectively.  
As known, one of distinctive characteristics of a sharp-edged, 
open-channel junction flow is an increase in depth from the 
downstream channel to the upstream contributing channels. This 
important feature is captured in all predicted results of water 
surface elevation using the models for both the cases of q* = 
0.25 and q* = 0.75 (as seen in Figs. 11 and 12). One another 
important feature is that the water surface depression within the  
 

 
Fig. 10 Cross-section view of vector field for q* = 0.25 
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Fig. 11 Comparison of water surface mappings for q* = 0.25 

 
Fig. 12 Comparison of water surface mappings for q* = 0.75 

separation, adjacent and downstream of the branch as q* is low, 
is deeper and more extensive than that as q* is high. This 
characteristic is also well captured with the models.  Moreover, 
it can be seen that Model 1 and Model 4 predict well water 
surface elevations in the region where flow enters the contracted 
zone and its upstream region, while Model 3 over-predicts 
slightly water surface elevation in these zones. The reason may 
be because Model 3 results in a slightly larger contraction than 
that with Models 4 and 1 leading to an slight increase in water 
depth upstream of this region. 
   Model 4 seems to perform a solution closer to the 
experimental data in comparison with the two remaining models 
for both q* = 0.25 and q* = 0.75. However, it can be seen that 
all three models under-predict water surface elevation within the 
separation, adjacent and downstream of the lateral branch as 
well as downstream of the separation zone.  
  With this comparison, it seems that difference between the 
models with (Model 4) and without (Model 3) consideration of 
change of mainstream velocity profile due to secondary current 
is more obvious than that with the comparison of 
depth-averaged velocity profiles in the previous section. Water 
surface profiles across the contracted flow region and upstream 
of this section obtained with Model 3 have the slightly higher 
peaks as realized via higher contours in the outer half of the 
main channel than those obtained with Model 4 as seen in Figs. 
11c, 11d, 12c and 12d. As known that, secondary current in the 
curved flow is produced due to an imbalance between the 
centrifugal force and the transversal pressure gradient. Moreover, 
the feedback between the main and secondary flow plays an 
important role, because it reduces this imbalance, and thus 
secondary current intensity. However, this important feedback 
mechanism is not included in the linear models (not the linear 
turbulence model mentioned in the previous sections) in which 
the velocity distribution in streamwise direction is assumed to be 
uniform. Therefore, these models fail to represent curved flow 
and over-estimate the momentum transport as well as secondary 
current intensity as pointed out by Blankaert16). Model 3, which 
is proposed by Hosoda et al.5), is also such a linear model, 
because it evaluates the momentum transport based on the 
model developed by Engeland10) in which the uniform velocity 
distribution in mainstream direction is assumed. Therefore, 
Model 3 over-predicts secondary current. This also means that 
centrifugal force is over-estimated and this may be a reason why 
water surface profiles across the contracted section obtained 
with Model 3 are slightly higher in the outer half of the main 
channel than those obtained with Model 4. This difference is 
more obviously realized in Fig. 11. However, causes of this 
difference may be also related to aspects mentioned in Section 
3.4 above. 
 
4.  Conclusion 
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   In this study, four different types of depth-averaged 2D 
models with and without considering secondary currents are 
applied to open-channel confluence flow. The calculated results 
allow us conclude that as the ratio of the upstream main channel 
flow to the total flow (q*) is high, all three models presented 
perform well most distinctive features of a sharp-edge 
open-channel junction. However as q* is low, the models with 
effects of secondary current (Models 3 and 4) are superiority 
ones over the model without these effects (Model 1) except 
over-predicting streamwise velocity component in the upstream 
part of the separation zone and under-predicting water surface 
elevation within, adjacent and downstream of the separation 
region. Model 2, which considers effects of secondary current 
without lag between the streamline curvature and development 
of secondary currents, fails to apply to flow conditions presented 
in this study for both low q* and high q*. This indicates high 
applicability of the depth-averaged 2D models with effect of 
secondary current (Model 3 and Model 4) to an open-channel 
junction flow as well as demonstrates failure of Model 2, in 
application to sharp-edged, open-channel junction. 
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