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This article demonstrates that non-sorting dynamic user equilibrium assignment with route and departure-
time choice (DUE-RDC) solutions can be generated in one-to-many corridor networks. Such non-sorting
solutions can exist regardless of the order of the bottleneck (BN) capacities. The non-sorting solution
patterns consist of two types: shifting and separated. Based on our sensitivity analysis, congestion effect
is one of the reasons that these solution patterns are generated. It is hoped that from the discovery of
non-sorting solution patterns, it could expand our understanding in the DUE-RDC model in one-to-many
corridor networks, which is expected to become a building block for general analysis and eventually for the
development of a more accurate, robust and efficient solution methods in the future.
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1. Introduction

Investigation of user equilibrium solution patterns
of dynamic traffic assignment is important in order to
gain deeper understanding the nature of user-choice
can affect the traffic state in a network. A few studies
about the solution pattern have been conducted thor-
oughly, for instance, Nagae et al."” have found that
solution patterns could be considerably different in
one-to-many (O2M) cases and many-to-one (M20)
cases. Osawa et al.? have also found that the equi-
librium solution pattern has sorting regularities which
means that, for instance, in O2M case, users who have
a farther destination have longer departure time win-
dow. However, this present study demonstrates that
dynamic user equilibrium with route and departure-
time choice (DUE-RDC) in O2M corridor network
could have some “non-sorting” solutions.

The DUE-RDC model in corridor networks have
been analysed extensively in the previous studies
(Akamatsu et al.¥ and Fu et al.¥ to name a few)
but there were no non-sorting solution patterns dis-
covered. The discovery of such non-sorting solution
patterns could expand our understanding in the DUE-

RDC model in one-to-many corridor networks, which
is expected to become a building block for general
analysis and eventually for the development of a more
accurate, robust and efficient solution methods in the
future.

The purpose of this study is to exhibit DUE-RDC
could have 2 types of non-sorting solution patterns:
”shifting” and separated”. Usually, in the sorting so-
lution pattern, the departure time window for users
with destination to node i (7;) is fully included in the
time window of a destination with farther distance i.e.
T; C Ti+1. In shifting solution pattern, the departure
time window shifts so that the time window for each
destination is not fully overlapping i.e. T; N Tiy1 # 0,
whereas in separated solution pattern, the departure
time window for each destination is completely sepa-
rated with one anotheri.e. 7; U Tj11 = 0.

The present article is organised as follows. Section
2 reviews the formulation of the DUE-RDC model in
O2M corridor network, that is originally introduced
by Akamatsu et al.¥. In Section 3, the two non-
sorting solution patterns found in O2M corridor net-
work with regular order (RO) bottleneck (BN) ca-
pacities are analysed. In order to understand as to



why these solution patterns are generated, a sensitiv-
ity analysis of the solution patterns with respect to the
total demand is also presented. Subsequently, the so-
lution patterns found in O2M corridor network with
non-regular order (NRO) bottleneck (BN) capacities
are also analysed in Section 4. Finally, Section 5 will
present conclusion of this discovery.

2. Model

In this section, we review the formulation of the
DUE-RDC in O2M corridor network. The readers are
referred to Akamatsu et al.”, Nagae et al.” and Fu et
al.* for more details.

(1) Framework

Consider an O2M or evening corridor network with
N nodes as shown by Fig. 1. We denote a set of
nodes as NV with node i = O as the origin and the
rest (i.e. i = 1,2,...,N) as the destination. Each des-
tination / has a total demand denoted by Q;. Let link
(i — 1,i) to be denoted as link i where each link i has
a BN capacity of y; and free flow travel time given
by c¢;. The queueing dynamics at each BN can be de-
scribed by the standard point queue model along with
the First-In-First-Out principle (FIFO), which means
that a queue is accumulated vertically when the link
arrival flow exceeds the BN capacity.
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Fig.1: One-to-many(O2M)/Evening commute in a
corridor network.

The origin departure time space can be expressed
as 7 = [t,t"] where ¢~ is the time space before the
desired departure time tp while ¢* is the time space
after 7p. All users in the network have schedule cost
Y(t) with respect to the origin departure time ¢ that
can be expressed by the piecewise linear equation:

Ytetr
Vtertt

(1a)

_J Ay (p -0,
Y(0) = { (1b)

Alr//+ (t - tD)7

where Ay~ is called as early cost and Ay as late cost.

From the study conducted by Akamatsu et al.¥ and
Fig. 2, the equilibrium arrival time o7;(¢) at destination
i which is also the departure time from BN i for users
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Fig.2: Arrival/departure time at bottlenecks for a user
departing at time ¢ from the origin.

departing from origin at time ¢ can be defined as,
i
o) =t+ (Wj(t)+Cj)=l+7Ti(t),
j=1

YteT,VieN (2)

where w; is the queueing delay at bottleneck i. While
the arrival time 7;(¢) at BN i for users departing from
origin at time ¢ satisfies:

7i() = (1) = wi(t) = o1 (1) + ¢ 3)

The derivative of Equation (2) with respect to the ori-
gin departure time ¢ can be obtained as,

Aci(t) =14+ Anmi(¢), VteT,VieN 4)

Here, A = d% denotes the derivative operation with
respect to the origin departure time.

We define y;(¢) as the link flow at BN i for users
departing the origin at time ¢ which can be expressed
as:

Vi < wiAoi(t) = pi(1 + Ami()) ()

Also, g; can be defined as the departure flow from the
origin at time ¢ with destination to node i.

(2) Equilibrium Conditions
In our DUE-RDC model, equilibrium solution can
be obtained when it satisfies the following conditions:
1. Optimum departure time equilibrium condition:
This condition assumes that each user with des-
tination node i € N choose the departure time
from the origin ¢+ € 7 that minimises his/her
travel disutility which is the sum of the shortest
travel time to the destination and the given sched-
ule cost.

0 < qi(®) L {mi(0) + (1) —pi} 2 0 (62)

2. Optimum route choice equilibrium condition:
This condition assumes that each user departing
the origin at time ¢ € 7 to the destination i €
N chooses the shortest path where the total link
travel time for the user is the sum of the given
free flow travel time and the queueing delay.

0 <yi(0) L {mio1(0) + wi(r) —mi(} 20 (6b)



3. Link waiting time equilibrium condition:
This condition represented the dynamics of
queueing delay based on FIFO condition which
is represented by the link flow and the shortest
travel time to the downstream node.

0 <wi(t) L {;(1 + Amy()) — yi(H)} =0 (6¢)
4. Departure flow conservation law:
[ atwar=o (6d)
teT”
5. Link flow conservation law:
i1 (2 i(2), | # N
s < P a0, i 60
qi(1), i=N

6. FIFO condition:
This condition means that users that depart the
origin at time ¢ can not reach to destination node
i before users that depart at time ¢’ < 1)

t>1 - [t+m@®] = +m@)], Y@,t')eT
which can be equivalently written as,
Armi(t) > -1 (6f)

3. Solution Patterns

Solving the DUE-RDC with various parameters
by using the latest solution method", we found that
based on our model, DUE-RDC problem could have
non-sorting solution in a O2M corridor networks. The
non-sorting solutions includes shifting and separated
pattern in which it has interesting impact towards the
departure flow to the respective destination nodes.

From our observation, it also can be found that
the gradient for the shortest travel time to destination
node i # N can be expressed as:

Ami() = FEL (1 4 A (9) - 1
l
. Mi
if Amip1() > — -1, (7a)
i+1
or
Ami(t) = A (1)
if A () < 22— 1, (7b)
i+1

As for destination node i = N which is the farthest
destination node, the gradient for the shortest travel
time will always be equal to —Ay (7).

(1) Sorting

Sorting solution pattern is the DUE-RDC solution
pattern that is assumed to be the only solution pattern
for a DUE-RDC solution that has achieved equilib-
rium?. In the sorting solution pattern, the departure
time window for users whose destination is to node i
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is always smaller than for the users whose destination
is farther than node i i.e. i+ 1 or i +2. Also, the depar-
ture time window for destination node i is included in
the departure time window for destination node i + 1.
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Fig.3: Sorting solution pattern.

Fig. 3 shows the sorting solution pattern in a 3-link
O2M corridor network. The top figure depicts the
users’ cost, m;(¢) + ¥(¢), with respect to the origin de-
parture time #. The red, blue and green lines describe
the m;(r) + y(¢) for i = 1,2 and 3, respectively, while
the light blue dashed line indicates the schedule cost
Y(t). p1, p2 and p3 are the equilibrium cost of users
for the corresponding destination. The bottom fig-
ure of Fig. 3 shows the corresponding departure flow,
where the red, blue and green solid lines indicate g;(¢)
for i = 1,2 and 3, respectively. The departure time
window for destination i, i.e. T; = t:qit) >0 is
described as the red, blue and green dashed vertical
lines while the light blue dotted vertical line describe
the desired departure time 7p. It can be observed that
the users’ cost ;(f) + () is "flat” on the correspond-
ing departure time window, 7;. In the sorting solution
pattern, T; C Tiy1.

(2) Shifting

Shifting solution pattern is one of the newly discov-
ered non-sorting DUE-RDC solution pattern. As the
name implies, the departure time window for a par-
ticular node except for node i = N shifts whether to
early departure time window or to late departure time
window. The departure time window for destination



node i overlaps with the departure time window for
node i + 1 but it is not fully included as shown in sort-
ing solution pattern.
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Fig.4: Shifting solution pattern.

Fig. 4 shows the shifting solution pattern in a 3-link
O2M corridor network, where the 7' is not included
in T» and vice versa, while there is still intersection
between T; and 75, i.e. Ty N T, # 0. Similar to
Fig. 3, the top figure of Fig. 4 depicts the users’ cost,
m;(t) + (), with respect to the origin departure time
t whereas the bottom figure of Fig. 4 shows the cor-
responding departure flow, where the red, blue and
green lines indicate ¢;(¢) for i = 1,2 and 3, respec-
tively.

(3) Separated

Separated solution pattern is another newly discov-
ered non-sorting DUE-RDC solution pattern. Similar
to the shifting solution pattern, as the name implies,
the departure time window for a particular node ex-
cept for node i = N is completely separated with the
departure time window of another destination node
whether it is the previous or the following node.

Fig. 5 shows the separated solution pattern where
the departure time durations 7 and 7, are completely
separated i.e. T1UT, = (. Similar to Figs.3 and 4, the
top figure of Fig. 5§ depicts the users’ cost, m;(¢) + ¥ (?),
with respect to the origin departure time ¢t whereas the
bottom figure of Fig. 5 shows the corresponding de-
parture flow, where the red, blue and green solid lines
indicate g;(¢) for i = 1,2 and 3, respectively. It can
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Fig.5: Separated solution pattern.

be seen from the bottom figure of Fig. 5, the impact
of the this separation is that there is a time window
where there is no departure flow for all destination
nodes except i = N.

(4) Sensitivity analysis of the solution patterns
with respect to total demand

From the discovery of the non-sorting solution pat-
terns, the next step is to find the conditions and to
understand how these solution patterns are generated.
Based on our sensitivity analysis of the solution pat-
terns with respect to the total demand, we found that
congestion effect due to increase in demand can be
one of the reasons that these solution patterns are gen-
erated. Numerical examples in a corridor network
with capacities of u; = (100, 75, 60) and schedule cost
of (Ay~,Ay*) = (1.8,0.5) with different Q3 could
demonstrate that the solution patterns is changed due
to increasing demand.

Fig. 6 shows the numerical examples of the sen-
sitivity analysis of the solution patterns with respect
to total demand in a 3-link O2M corridor network.
Figs.6a, 6b and 6c¢ depict the users’ cost, m;(¢) + ¥(2),
with respect to the origin departure time ¢ for node
i = 1,2,3 with O3 = 40,100 and 180, respectively.
It can be seen that the solution pattern changed from
sorting pattern to shifting pattern and finally to sepa-
rated pattern as the demand increases. We know that
as the demand increases with a fixed BN capacities,
it will increases the queue in each bottleneck which
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Fig.6: Sensitivity analysis of the solution patterns
with respect to total demand. Different Q3
generate different solution pattern: (a) the sort-
ing (Q3 = 40); (b) the shifting (Q3 = 100), and
(c) the separated (Q3 = 180).

increases the travel time for the users. Hence, we
can observed vertical shift in the equilibrium cost for
each destination nodes. However, as the demand in-
creases, there is also horizontal shifts of the depar-
ture time window for every destination node i except
i = N. In this case, the departure time window shifts
to late-departure time space (¢) until there is no-early
departure and become shifting pattern as shown by
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Fig. 6b. As the demand increases more, the departure
time shifts further until it becomes separated pattern
as shown by Fig. 6¢. Therefore, it can be said that
congestion effect is one of the reasons these solution
patterns are generated.

4. Cases with Non-regular Ordered BN Capac-
ity

As for the case in a corridor network with non-
regular ordered (NRO) BN capacity which can be ex-
pressed as:

Mi < fiv1 < ix2 <+ < U, 3

both sorting and non-sorting solution pattern can be
observed as well. NRO itself can be categorised into
two types: fully NRO and partial NRO. Fully NRO
means that the order of BN capacity strictly follows
the definition shown by Equation (8). On the other
hand, partial NRO does not necessarily follows the
definition in Equation (8). This means that there ex-
ists a RO BN capacity pattern in the midst of NRO
BN capacity pattern corridor network or vice versa
e.g. wi—1 < p; > piy1 < piro. Numerical examples of
DUE-RDC solution patterns in a 4-link O2M corridor
network with both fully and partial NRO BN capacity
could demonstrate the patterns of the solution that are
being generated.

Fig. 7 shows different solution patterns that are gen-
erated with various numerical examples of NRO ca-
pacity and demand pattern in 4-link corridor network.
It depicts the users’ cost, m;(f) + Y¥(t), with respect to
the origin departure time ¢. In addition of another link,
magenta solid line as well as magenta dashed line de-
scribe m;(f) + () and the departure time window for
node i = 4, respectively. It can be seen that in ad-
dition with all solution patterns i.e. sorting, shifting
and separated pattern, “reduced” solution pattern can
be generated as well where p; = pj+1 = -+ = pn-
From Fig. 7a, in a fully NRO BN capacity, the so-
lution pattern will always be equal to the solution of
a reduced network. This is because of since smaller
BN capacity located in the upstream node while larger
BN capacity is located in the downstream node, this
create a “false bottleneck™ as the outflow from the
smaller BN capacity will not create a queue in the
downstream node with larger BN capacity. Similarly,
in partial NRO BN capacity, consecutive bottlenecks
that have non-regular order in the network will be
reduced. For instance, in Figs.7¢ and 7d, the origi-
nal network has a capacity of y; = (100,75, 50,70)
will become a reduced network with BN capacity of
i = (100,75, 50).
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(A~ Ay ): (1.8,0.5); Qi : (5.5.4,70); p; : (50,60,65,70)

(Ap~,Ayr™):(1.8,0.5); Q; : (5,5,4,70); y; : (65,60,50,70)
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Fig.7: Solution patterns in a 4-link O2M corridor network with NRO BN capacities.

5. Conclusion

In the present article, we showed that DUE-RDC
in O2M corridor networks could have non-sorting so-
lution patterns, which further can be categorised into
two types: shifting and separated. These solution pat-
terns can exist regardless of the order of the BN ca-
pacities i.e. regular-order (RO) and non-regular or-
der (NRO). Then, we present our sensitivity analysis
of the solution pattern with respect to total demand.
Based on the sensitivity analysis, we found that con-
gestion effect could be one of the reasons that these
solution patterns are generated. Finding concrete con-
ditions as to why these solution patterns are generated
analytically will be our main focus in our research in
the future. It is hoped that from the discovery of non-
sorting solution patterns, it could expand our under-
standing in the DUE-RDC model in one-to-many cor-
ridor networks, which is expected to become a build-
ing block for general analysis and eventually for the
development of a more accurate, robust and efficient
solution methods in the future.

REFERENCES

1) Nagae, T., Akamatsu, T., Shimizu, R. and Fu, H.:
A Quadratic Programming Approach for Solving a
Dynamic User Equilibrium with Simultaneous Depar-
ture Time and Route Choice, Journal of JSCE Series
D3: Infrastructure Planning and Management, Vol.
76, pp. 264-281, 2020. (in Japanese)

2) Osawa, M., Fu, H. and Akamatsu, T.: First-best
dynamic assignment of commuters with endogenous
heterogeneities in a corridor network, Transporta-
tion Research Part B: Methodological, Vol. 117, pp.
811-831, 2018.

3) Akamatsu, T., Wada, K. and Hayashi, S.: The corridor
problem with discrete multi-ple bottlenecks, Trans-
portation Research Part B: Methodological, Vol. 81,
pp- 808-829, 2015.

4) Fu, H., Akamatsu, T., Satuskawa, K. and Wada,
K.: Dynamic traffic assignment in a corridor net-
work: Optimum versus Equilibrium, Preprint at
https://arxiv.org/abs/2102.01899, 2021.

5) Lo, H., and Szeto, W.: A cell-based variational in-
equality formulation of the dynamic user optimal as-
signment problem, Transportation Research Part B:
Methodological, Vol. 36, pp. 421-443, 2002.

(Received March 5, 2021)



