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GPS data provide a substitute method of obtaining Personal Trip (PT) data for traditional survey such as 

pencil-and-paper interview. Trip segmentation is usually the first step of obtaining PT data from continuous 

trajectories and stop point identification is essential in segmenting trips. In this paper, we propose a con-

strained DBSCAN (ConstDBSCAN) algorithm for identifying stop points from a series of GPS track points. 

ConstDBSCAN algorithm is a spatial density-based clustering methods temporally and directionally con-

sidering features of tracking points in continuous trajectories. Compared to other variants of DBSCAN 

algorithm, ConstDBSCAN advanced in this paper achieves a higher accuracy of 90%. 
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1. INTRODUCTION 
 

Personal Trip (PT) data are essential to transporta-

tion demand analysis in a city or region. Compared to 

traditional methods of obtaining PT data, using GPS 

points can avoid the problem such as inaccurate trip 

time and low trip rate. However, trip segmentation is 

the fundamental step before obtaining trip purpose 

and transportation mode. Trip is usually segmented 

by a series of activities and these activities can be 

identified by difference factors according to various 

methods1).  

In this paper, we advance a constrained DBSCAN 

(ConstDBSCAN) algorithm for identifying stop 

points from a series of GPS track points. The remain-

der of this paper is arranged as follows. Section 2 re-

views related researches. Then data set used in this 

paper is interpreted in section 3. It is followed by sec-

tion 4 where methodology developed in this paper is 

advanced. Results of applying this methodology to 

dataset in section 3 are given in section 5. Section 6 

shows a comparison of ConstDBSCAN with other 

variants of DBSCAN. Finally, conclusions are drawn 

in section 7. 

 

 

2. RELATED RESEARCH 
 

Trajectories are a series of GPS points definitely 

with location and time, additionally with speed, ac-

celeration and so on. So far these features of trajec-

tories have been used directly or indirectly in exist-

ing methods to identify stops. These methods can be 

generally categorized into following groups: dura-

tion-based method, density-based method, velocity-

based methods centroid-based method and hybrid 

method (hybrid method usually uses two of the fea-

tures in the former methods). A summary of existing 

methods is listed in Table 1. 

. 
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Table 1  Summary of methods for identifying stop from GPS data 

 

Paper Category  Methods/Algorithms 
POI info. 

Involved 
Data set Accuracy 

2 centroid-based k-means clustering algorithm no one person, 4 months, in Atlanta, Georgia --- 

12 density-based 
Density-and-Join-based (DJ-cluster) algorithm, a simplified 

edition of DBSCAN 
no 28 respondents, 3 weeks, interval: 1 min 85% 

9 duration-based 

Stops and Moves of Trajectories (SMoT) algorithm, which 

uses geographic information to identify the candidate stops as 

the input of SMoT algorithm 

yes --- --- 

7* duration-based 
Clustering-Based SMoT (CB-SMoT) algorithm, a variant of 

DBSCAN 
no 

students as respondents in Amsterdam(125000 GPS points, 487 tra-

jectories) 
--- 

3 speed-based scoring function based on speed no mining haulage vehicles (130 thousand samples) --- 

10 density-based 
Trajectory Ordering Points To Identify the Clustering Struc-

ture (T-OPTICS), a variant of T-OPTICS 
no 

one person, 7 hours by walking, cycling and driving a car, interval: 1-

4s 
--- 

8 duration-based Point Of Interest Activity Mapping Set (PAMS) yes simulated trajectories --- 

13 hybrid method 

speed-and-duration-based approach with dynamic speed 

threshold related to average speed of current moving object 

and average speed  of moving objects in this position 

no 

Car dataset (Milan, 17241 objects, 2075213 points, 1week, interval: 

avg. 40s). Bus dataset (Athens, 2 objects, 66095 GPS points, 108 

days, interval: 30s). Truck (Athens, 50 objects, 112203 GPS points, 

33 days, interval: 30s). Taxi (Lausanne, 2 objects, 3347036 GPS 

points, 5 months, interval: 1s) 

--- 

5 duration-based 10min as duration threshold no 
car GPS data (young drivers, 119 cars,15months, 0.1billion GPS rec-

ords) 
--- 

11 density-based fast density-based probabilistically algorithm no 
One person in car in Miyako Japan. Data interval: 15 sec, totally 

1617 data points 
--- 

6* duration-based Trajectory DBSCAN (TrajDBSCAN) algorithm no 

Nokia dataset (6 users, 2324 trajectories, 178667 GPS points, inter-

val: 10s). Milan dataset (4162 private cars, 5749 trajectories, 190779 

GPS points, interval: 10~600s) 

--- 

14 hybrid method duration and distance based criteria (5 min and 100m) no one person, 351 days, 81389 GPS positions --- 

4 speed-based 
use speed and change rate of average speed as vector in Sup-

port Vector Machines 
no 3 persons, Hakodate 

98.8%(cross 

validation) 

15 hybrid method 

duration and distance based criteria (5min as duration thresh-

old; 25m as distance threshold) to split trip chains into sepa-

rate trips 

no 8141 persons, 362 cars, 3.2 million GPS points --- 

Note: POI stands for Point of Interest.  

*since the concept of core points was changed by replacing minimum number of point in a neighborhood by minimum duration in a neighborhood, in this 

table, these two variant of DBSCAN algorithm are categorized as duration-based methods instead of density-based methods. 
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A centroid-based method, specifically, a variant 

of k-means clustering algorithm was applied in re-

search2) by iteratively calculating mean of points 

(new centered point) within a given radius of tempo-

rary centered point (the centroid of points in the ra-

dius) until the centered point in the radius of points 

does not change any more. However, k, the number 

of clusters has to be known beforehand. It is nearly 

impossible to know how many stops there are in a 

series of trajectories. 

Speed-based methods were proposed in re-

search3,4). Research3) invented a scoring function in-

volving speeds to reflect the significance of vehi-

cles’ current location. The scoring function defined 

the significance of current location by comparing 

current speed to two speed thresholds and in a min-

ing environment. Research4) used speed and change 

rates of average speed as input features in SVMs to 

obtain the move and stop point. Actually speed-

based methods need to know speed which is not al-

ways applicable to all GPS devices or modules. Be-

sides, some limitation occurs in the situations such 

as objects moving in parking lot or stuck in a traffic 

jam or bad weather conditions. 

Duration-based methods are the most popular 

and can be found in research5, 6, 7, 8, 9). Research5) ex-

tracted stay points by judging the duration between 

two consecutive records from a user is larger than a 

threshold of 10 minutes. Research6, 7) applied a mod-

ified DBSCAN algorithm by using minimum stop 

duration instead of minimum number of points in a 

neighborhood when defining core points. The differ-

ence is that straight distance between two points was 

used for distance calculation in research6) while dis-

tance along trajectory is used for distance calcula-

tion in research7). Researches8, 9) identified stops by 

judging stop duration and whether the GPS point in-

tersects the geometry of a spatial location. The dif-

ference is that research8) utilized a matching table 

containing minimum and maximum elapsed time for 

each possible type of activity to map the trajectory 

to possible activities whereas research9) used a given 

threshold stop duration. One problem of duration-

based methods is to decide optimal duration thresh-

old because the result is very sensitive to this thresh-

old. 

Density-based methods can be found in research 
10, 11, 12). Research10) utilized an interactive density-

based clustering algorithm, in which the density was 

defined on the basis of both the spatial and the tem-

poral properties of a trajectory. Research11) proposed 

a fast algorithm for probabilistically extracting sig-

nificant locations from raw GPS data based on data 

point density. This algorithm eases the difficulty in 

parameter setting and works well even if there are a 

variety of noise levels in input data. Research12) 

used density-joinability to simplify the mechanism 

of expanding cluster in DBSCAN. According to the 

simplified mechanism, any sharing point in any two 

clusters can be joined together as one cluster. Meth-

ods of this type need data in a more frequent inter-

val. Moreover, since density-based methods use the 

concept of spatial points clustering methods, adjust-

ments are needed when applied in GPS trajectory 

situation. 

Hybrid method used two of the variables such as 

speed, duration, density etc. together. Research13) 

used speed threshold and minimal stop time to dis-

tinguish trajectories into stop episodes and move ep-

isodes. Speed threshold is dependent on the moving 

object and location where the object is moving. Re-

search14) extracted stops with user-specified mini-

mum duration and diagonal length less than a user-

specified distance threshold. Research15) also used 

duration time but with an additional distance criteria 

for judging points in a stop location. Hybrid method 

could improve the accuracy to some extent, but it is 

hard to completely avoid the demerits mentioned 

above.  

Overall, centroid-based method is not a good op-

tion in identifying stop without unknowing the num-

ber of stops. Due to the limitation of speed-based 

method, it can be utilized as an assisting variable to 

distinguish stops. Duration is a vital variable to iden-

tify stop from trajectories while it needs to be decided 

very carefully because of its sensitivity. Density-

based methods use the spatial reflection of the rela-

tionship of activity and point density and require the 

data in a more frequent interval. Furthermore, den-

sity-based methods needed to consider the character-

istics of trajectories when apply them. In this paper, 

we propose a two-step method which firstly uses a 

density-based method to identify all stops and then 

uses a supervised machine learning method to distin-

guish activity stops and non-activity stops. In the first 

step, constraints are included as improvements to 

make density-based methods to adjust to trajectory 

situations. In the second step, stop duration, size of 

the high-density cluster and distance to key locations 

are used to distinguish activity stop and non-activity 

stop. 

 

 

3. DATA 
 

The GPS data utilized in the research were col-

lected by 30 volunteers in Nagoya area, Japan dur-

ing 5 weeks in 2008. Each volunteer was assigned a 

mobile with GPS module which can record and send 

GPS information to the server every 10 seconds. 

However, sometimes the GPS module send GPS in-

formation longer than 10 seconds in case of tunnel, 
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subway etc. Overall, 97.4% of the GPS intervals are 

less than 20 seconds. The GPS information sent 

back to server includes longitude, latitude, time 

stamp, signal quality etc. Respondents were required 

to mark the start, end, mode and purpose of each trip 

during the 5 weeks. Besides, socio-demographic in-

formation of each respondent was collected by ques-

tionnaires, including addresses of home and work-

place, occupation, yearly income, driving license, 

daily primary transportation mode and so on. Fig. 1 

demonstrates the basic aggregated statistic infor-

mation of the dataset used in this research. Almost 

all volunteers are in age 20~65, which means work 

force age in Japan and almost all have a job or part 

time job, which means they are active trip maker. 

Auto, walking and rail are the main modes and busi-

ness, back home and work are the main trip purpose 

in the dataset. 

Total GPS trip data were almost equally divided 

into two datasets: dataset 1 for calibrating the key 

parameters in the algorithm; dataset2 for validating 

the algorithm with estimated parameters. 

 

 
Note: one trip may contain more than one mode and it makes the total 

number of mode is bigger than total number of purpose 

Fig. 1   Aggregated statistical results of dataset 

 

 

4. METHODOLOGY 
 

An improved DBSCAN algorithm used for distin-

guishing the stop points and move points from con-

tinuous GPS trajectories is advanced in this paper.  

 

(1) Original DBSCAN algorithm 

In this paper, we utilized the same notations as 

those given in research16). We apply the key defini-

tions of DBSCAN in the context of GPS tracing 

points.  

Definition 1: (Eps-neighborhood of a point) The 

Eps-neighborhood of a point, denoted by NEps(p), is 

defined by NEps(p)={q∈D|dist(p,q)≤Eps} 

Definition 2: (directly density-reachable) A point 

p is directly density-reachable from a point q wrt. 

Eps, MinPts if  

1) p∈N Eps(q) and 

2) |N Eps(q)| ≥ MinPts (core point condition) 

Definition 3: (density-reachable) A point p is 

density-reachable from a point q wrt. Eps and 

MinPts if there is a chain of points p1, …, pn, p1=q, 

pn=p such that pi+1 is directly density-reachable from 

pi. 

Definition 4: (density-connected) A point p is 

density-connected to a point q wrt. Eps and MinPts 

if there is a point o such that both, p and q are den-

sity-reachable from o wrt. Eps and MinPts. 

Definition 5: (cluster) Let D be a database of 

points. A cluster C wrt. Eps and MinPts is a non-

empty subset of D satisfying the following condi-

tions: 

1) ∀p, q: if p ∈ C and q is density-reachable 

from p wrt. Eps and MinPts, then q∈ C. 

(Maximality) 

2) ∀p, q ∈ C: p is density-connected to q wrt 

Eps and MinPts. (Connectivity) 

Definition 6: (noise) Let C1, …, Ck be the clusters 

of the database D wrt. parameters Epsi and MinPtsi, 

i=1, …, k. Then we define the nose as the set of 

points in the database D not belonging to any cluster 

Ci, i.e. noise = {p ∈ D|∀i: p ∉Ci} 

 

(2) Application to GPS points 

When DBSCAN is applied in the situation of GPS 

track points, cluster is the equivalence of stop points 

which gather together with a higher density; noise is 

the equivalence of move points along links with a 

lower density. 

DBSCAN algorithm was invented to solve the 

classification of spatial points without consideration 

of sequence among them. Consequently, in a de-

toured trajectory, one distinguished stop cluster may 

contain other move points or points in the subsequent 

clusters sharing the same location. Furthermore, due 

to the definitions and concepts in the original 

DBSCAN algorithm, points moving along a straight 

road with a low speed but high frequency of GPS sig-

nal transmission will be grouped into one cluster un-

der certain given parameter values. As a result, ap-

plying original DBSCAN algorithm to GPS trajecto-

ries without any improvement will lead to mistake. 

Here, we advance ConstDBSCAN where two con-

straints are added to original DBSCAN and the Con-

stDBSCAN can overcome the demerit mentioned 

above. 

 

(3) ConstDBSCAN 
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The first constraint is all points in a cluster 

should be temporally sequential. It means no “jump” 

of sequential order is allowed in the cluster. If this 

“jump” happens, the cluster will be divided into two 

potential clusters at the “jump point” and each one 

will be tested if it satisfies the condition of mini-

mum number of points in one cluster. If so, the 

points in the potential cluster will be labeled as 

“noise”, which means the move point. Otherwise the 

points in the potential cluster will be labeled as cor-

responding cluster number and tested by the second 

constraint below. 

The second constraint is percentage (𝑃𝐶𝑇) of ab-

normal points in a cluster should not exceed a given 

threshold named as 𝑃𝐶𝑇𝐴𝑃. To be specific,  

𝑃𝐶𝑇 ≤ 𝑃𝐶𝑇𝐴𝑃                            (1) 

where 𝑃𝐶𝑇 =
|𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑃𝑜𝑖𝑛𝑡𝑠|

|𝐶𝑙𝑢𝑠𝑡𝑒𝑟|
, |𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑃𝑜𝑖𝑛𝑡𝑠| 

is the number of abnormal points in the cluster, and 
|𝐶𝑙𝑢𝑠𝑡𝑒𝑟| is number of all points in the same cluster. 

Before the definition of abnormal point is given, 

the direction and direction change of a point in a 

cluster should be given as follows. The direction of 

a point is defined in an imagined situation in a Car-

tesian coordinates where the point is origin and the 

direction is defined as the angle between the nega-

tive direction of vertical axis and the line between 

the point and its previous point, like 𝛼1 for point P1 

and 𝛼2 for point P2 shown in Fig. 2. Suppose three 

points in the cluster are marked sequentially as 

𝑃0, 𝑃1 and 𝑃2. Direction change from point 𝑃2 to 

point 𝑃1 is defined as the angle from ray 𝑃0𝑃1 to ray 

𝑃1𝑃2, shown as ∆α in Fig. 2. ∆α is equals to the an-

gular difference between 𝛼1 and 𝛼2, i.e. ∆α = 𝛼2 −
𝛼1. Since we use the cosine value of ∆α, it does not 

matter the ∆α is a negative one or positive one. 

In a cluster, if it is a stop location, the points in 

this location scatter and direction change of these 

points should not always be close to 0. It means that 

the cosine value of direction change (named as di-

rection change coefficient, DCC) should not be al-

ways nearly 1. Points with a DCC value almost 1 

means the respondent are moving along a link of a 

road. In a cluster, not all the DCC of all points 

should be nearly 1. So abnormal points are those 

points with a DCC close to 1. Here we use 𝐷𝐶𝐶𝐴𝑃 to 

denote the approximation to 1. 

   (2) 

The improved DBSCAN algorithm in this re-

search, named as ConstDBSCAN, are shown in Fig. 

3. Firstly, DBSCAN algorithm are applied to obtain 

the cluster points (stop points) and noise points 

(move points) in line 2. Then each cluster is tested 

by constraint 1. New cluster may split from the 

older one or the old cluster may be labeled as noise 

if it does not follow the rule of cluster. Finally the 

cluster satisfying constraint 1 will be tested by con-

straint 2. Clusters that satisfying constraint 1 and 2 

are marked as stop points; other points will be 

marked as move points. 

 

 

 
Fig. 2  Direction of a point and Direction Change of two points 

when second point in different quadrants 

 

 

5. RESULTS 
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This section explains the result of estimation of 

parameters and validation of applying ConstDB-

SCAN algorithm and estimated parameters. Dataset 

1 is used for estimating the four parameters and da-

taset 2 is used for algorithm validation. 

 

(1) Parameter estimation 

In the ConstDBSCAN algorithm, there are 4 pa-

rameters needed to be estimated and they are the pri-

mary input variables. They are Eps, MinPts, 𝐷𝐶𝐶𝐴𝑃 

and 𝑃𝐶𝑇𝐴𝑃. Cumulative frequency method was used 

to estimate these 4 parameters. Estimation results of 

these four parameters are interpreted in Fig. 4.  

Fig. 4-a shows that 95% of stop locations have a 

minimum number of point more than 4. If MinPts 

equals to 5, this percentage drops to 86.7% which is 

lower than the required 90%. Consequently, we use 

4 as the estimated result of MinPts. This means that 

if MinPts equals to 4 points in the neighborhood, 

there is 90% probability a stop point is identified in 

clusters.  

Fig. 4-b demonstrates that 90% of stop points 

have a distance less than 25 meters given MinPts 

equaling to 4. It means that if Eps equals to 25 me-

ters, there is 90% probability that a stop point is 

identified in clusters.  

DCC of abnormal points in the cluster can be esti-

mated by obtaining DCC from move points. Fig. 4-c 

interpret that 90% move points have a direction 

change coefficient more than 0.8. It means that there 

is 90% probability that a point with DCC value 

more than 0.8 is a move point. If this point is in a 

cluster, it should be an abnormal point. 

Fig. 4-d.1 shows that 86% of move point group 

between 2 clusters have a percentage of abnormal 

points more than 60% while Fig. 4-d.2 demonstrates 

that 93% of clusters have a percentage of abnormal 

points less than 60%. Consequently, the percentage 

of abnormal point is totally different in move points 

group and stop point cluster. So with a premise that 

𝐷𝐶𝐶𝐴𝑃 equals to 0.8, 𝑃𝐶𝑇𝐴𝑃 equaling to 60% means 

if 𝑃𝐶𝑇𝐴𝑃 in a cluster candidate is less than 60%, 

there is 93% probability that this cluster candidate 

should be stop point cluster.  

Finally we got the estimated parameters as fol-

lows: Eps = 25 meter, MinPts =4, 𝐷𝐶𝐶𝐴𝑃 =0.8 and 

𝑃𝐶𝑇𝐴𝑃 =60%. 

 

(2) Validation 

An accuracy index should not only demonstrate 

the ability of accurately identify stop points but also 

move points. Consequently, an index named as 

IAISM (Index of Accurately Identifying Stop and 

Move points) is used to calculate the accuracy of the 

algorithm. 

             (3) 

Where 𝑁𝑆𝑆 is the number of stop points which are 

identified as stop points, 𝑁𝑀𝑀 is the number of 

move points which are identified as move points, 

𝑁𝑆𝑀 is the number of stop points which are identi-

fied as move points and 𝑁𝑀𝑆 is the number of move 

points which are identified as stop points. 

Dataset II is used to validate the algorithm and 

the estimated parameters. The average accuracy and 

minimum & maximum accuracy of dataset I and da-

taset II are shown in Table 2. 

Table 2  Accuracy of two datasets 

Data Set Average Max Min 

Data set I 89.6% 98.9% 57.3% 

Data set II 90.7% 99.2% 42.6% 
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Fig. 3  ConstDBSCAN algorithm 

 

 

Fig. 4  Estimation result 
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Fig. 5  DJ-Cluster algorithm 

 

 

Fig. 6  CB-SMoT algorithm 
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Fig. 7  TrajDBSCAN algorithm 

Table 3  Parameter value used in variations of DBSCAN and accuracy comparison 

Algorithm 

Parameter value 

Accuracy Min duration 

(seconds) 

Min number of 

points 

Neighborhood 

(meters) 
Area DCCAP PCTAP 

DJ-cluster --- 10 20 --- --- --- 78% 

DB-SMoT 120 or 300 --- --- 0.46 --- --- 54% 

TrajDBSCAN 180 --- 30 --- --- --- 69% 

ConstDBSCAN --- 4 25 --- 0.8 60% 90% 

 

 

 

6. COMPARISON 
 

In this section, ConstDBSCAN and other variants 

of DBSCAN algorithms are compared. 

ConstDBSCAN algorithm advanced in this paper 

are compared with 3 other variations of DBSCAN 

algorithm in this subsection. Since in the corre-

sponding papers, no accuracy was included, these 

algorithms are tested by our data set to obtain the 

accuracy in order to make comparisons.  

The first one is called DJ-cluster algorithm12), a 

simplified version of DBSCAN algorithm. It uses 

the same concept of core point as in DBSCAN. 

However, as far as the principle of expand the clus-

ter is concerned, density-reachability and density-

connectivity are replaced by density-joinability. In-

stead of using core points for cluster’s expansion, 

any sharing point in any two clusters can be joined 

together as one cluster in this algorithm (Fig. 5). 

The second one is called CB-SMoT algorithm7) 

which modified some concepts in the original 

DBSCAN algorithm. Instead of using straight dis-

tance in the original DBSCAN algorithm, CB-SMoT 

uses the distance along the trajectory. Besides, it re-

placed the minimum number of points by the mini-

mum stop duration inside the neighborhood of a 

core point. Furthermore, it advanced a quantile func-

tion to calculate a parameter, named area. Then the 

parameter Eps can be calculated with the infor-

mation of approximate proportion of points that 

generate potential stops in relation to the total 

amount of points in the trajectory. It is shown in Fig. 

6. 

The third one is called TrajDBSCAN algorithm6). 

Compared to the original DBSCAN algorithm, 

TrajDBSCAN uses temporal linear neighborhood in 

which minimum stop duration takes place of mini-

mum number of points in a neighborhood to be used 

as a key feature of core points (Fig. 7). 

Table 3 shows utilized parameters for testing and ac-

curacy results. Parameters are recommended values 

or calculated following the methods in their papers. 

It shows that the ConstDBSCAN has a higher accu-

racy compared to other variants of DBSCAN. 
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7. CONCLUSIONS 
 

In this paper, we advanced a ConstDBSCAN algo-

rithm for identifying stop points from a series of GPS 

track points. Two constraints, sequence constraint 

and direction change constraint are applied to 

DBSCAN algorithm. After comparing it to other var-

iants of DBSCAN algorithm, it is shown that Con-

stDBSCAN achieved a higher accuracy to other 3 

variants. 
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