Estimation of Origin-destination matrices using coarse-grained mobile phone data
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In this study, we propose a methodology to estimate and update OD matrices using coarse-grained (i.e. aggregated by mesh) mobile phone-based population data. The dataset we use has no individual positioning information but alternatively can describe the variation of travel demand while causing no legal issue. Based on past studies that try to estimate and update OD matrices using traffic counts, we develop a variation of the general model framework. An estimator in which relative entropy is adopted to describe divergence of matrices has been put forward to update OD matrices. Empirical study is being conducted in Tokyo using mobile phone data of one day in 2012, in conjunction with travel survey of the year 2008.
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1. Introduction

The problem of origin-destination (OD) matrices estimation had been studied for several decades. Traditional approaches usually estimate OD matrices through large-scale travel survey. The person-trip (PT) survey in Japan is an instance. PT survey is conducted every 10 years and collects detailed person attributes and record all trip purposes, duration and destination of about 1% of total household members in each city of Japan on some particular day. It is obvious that the survey is too costly to conduct and the data becomes outdated soon because tremendous data collection and processing work should be done.

Since the 1970s, many approaches have been developed for estimating or updating the prior matrix using traffic counts collected on some links of the network, or partial network. As depicted in Cascetta (2013) ¹), studies in this line have been extended from estimation or updating OD flows in static system to with-in day dynamics, and then further to incorporate on-line data with off-line data to get filtered data. Several thorough reviews of approaches in this area may be found in Bera and Rao (2011) ²) and Cascetta et al. (2009) ³).

On the other hand, pervasive computing devices such as smart phone, tablet and other GPS applications have become indispensable to most citizens. Those devices can provided location information of individuals in unprecedented detail. It is not a new idea to try utilizing detailed or simple mobile phone data to for traffic management and control. For the specific goal of measuring OD flows, different types and fineness of dataset help to bring about different approaches to estimate traffic flow. In other words, estimating OD matrices from mobile phone location data is a data-oriented and data-intensive study.

Billing data in association with cell phone tower information when a phone received a message or make a phone call was firstly used by White et al. (2002) ⁴). With-in dynamics had been studied by location data of mobile phones every two hours in Caceres et al. (2007) ⁵). Location update (Pan et al., 2006) ⁶) and cell phone tower handover information (Sohn et al., 2008) ⁷) were employed to infer individual travel movement and then aggregated to OD matrices.

However, these studies focused on individual location data, which always has good performance in art but intangible to practice. Moreover, public anxiety have become intensified over privacy violation in the past several years. Estimating traffic flow using dataset that does not contain any individual location information is an alternative to the past studies. On the basis of these facts, we attempt to develop OD estimation approaches using aggregated mobile phone data to estimate and update prior ma-
trix in this article.

This paper is organized as follows: Section 2 describes the mobile phone dataset to use. Section 3 introduces the theoretical foundation and mathematical properties of the general framework. An OD estimation approach that incorporates population with activity-based approach will be proposed in Section 4. In the end of this article, we will draw some conclusions.

2. Mobile Phone Dataset

(1) Coarse-grained Mobile phone data

Coarse-grained mobile phone data is several types of location dataset in relatively coarse granularity. This concept is brought about in González et al. (2008) when studying the movement of people with call, dial record (CDR) data. This dataset records individual’s location when he sends a message, makes a phone call or connects the internet. Calabrese et al. (2011) tries to utilize the same dataset to estimate OD matrices by reconstructing the travel trajectory of individuals, and aggregating the number of trajectory by OD pairs.

Fig.1 Reconstruction of Individual’s Trajectory Using CDR Data (black line shows the estimated trajectory a trip by mobile phone data, grey line shows the actual trajectory)

However, this dataset is still too “fine” when we considered people’s privacy concern. Location data without individual information is the dataset we attempt to use in this study.

(2) Aggregated Population Data

Our methodology uses aggregated mobile phone data, or population data to estimate dynamic OD matrices.

The raw dataset provided by a major mapping corporation of Japan records individual’s location every one hour. This dataset is a fine-grained description of individual's movement in the metropolitan area. To avoid privacy issue, the dataset has been processed to become aggregated population of several specific groups of people in mesh level. The size of each mesh is 250*250 m². Each mesh covers several blocks. This aggregate dataset covers information as follows:

1. Total number of people who are staying at home at the recording time (AT-HOME);
2. Total number of people who are staying in their workplace at the recording time (AT-WORK);
3. Total number of people who are moving in the mesh at the recording time (MOVING);

The interval of recording is one hour. The dataset records location information start from 0:00 and end at 23:00. In total, we had 24 records for each mesh.

Each data item in the dataset is characterized by the maximum and minimum of longitudes and latitudes of the area, and a time stamp to show the time slice when it is recorded.

Individual location is collected by GPS devices. The precision of the raw dataset is generally considered better than location data by cell tower. However, sampling bias may introduce error to the estimators.

Fig.2 shows the distribution of people who stay at their workplace in Tokyo on Dec 30, 2012. This figure is composed by mapping mobile phone data to the corresponding mesh. Different colors show the number of people in each mesh. The AT-WORK population of meshes become denser with it color turns from blue to red.
3. Problem Formulation

Variables and denotations for the proposed model are listed as follows:

- $P'$: the optimal OD matrix
- $\hat{P}'$: the target OD matrix in time slice $t$
- $P$: feasible set OD matrix in time slice $t$
- $\hat{C}'$: estimation moving population of in time slices $t$ from mobile phone
- $C'$: vector of moving population of in time slices $t$
- $\hat{C}'_r$: estimated moving population of mesh $r$ in time slices $t$ from mobile phone
- $c'_r$: moving population of mesh $r$ in time slice $t$
- $\hat{v}'$: estimated traffic flow of links in time slice $t$ from mobile phone
- $v'$: traffic flow of links in time slice $t$
- $\hat{v}'_l$: estimated traffic flow of link $l$ in time slice $t$ from mobile phone
- $v'_l$: traffic flow of link $l$ in time slice $t$

Cascetta (1988)\textsuperscript{10} had shown that most OD demand static estimators can be generalized in a framework of constrained optimization problems and extended it to dynamic cases in Cascetta (1993)\textsuperscript{11}. This framework is in this form:

$$P' = \arg \min \left[ f_1(P', \hat{P}') + f_2(v', \hat{v}') \right] \quad (1)$$

The most studies focus on specify functions $f_1()$ and $f_2()$. The prior matrices $\hat{P}'$ are obtained by comprehensive historical survey or simple survey.

Accordingly, the problem in this article shares a similar form:

$$P' = \arg \min \left[ f_1(P', \hat{P}') + f_2(c'_r, \hat{c}'_r) \right] \quad (2)$$

After finding out the relationship between population data and traffic flows and selecting indices to describe the divergence of the prior and posterior traffic flow matrices, we may get an estimation or update method for calibrating OD matrices. For some cases, for example, the commuting trips, the relationship may be not difficult to find out (see Section 3).

4. A Entropy-based Estimator of Travel Demand

In this section, we take the commuting trips as an instance to describe an estimator in the general framework of Equation 2.

(1) Data processing

As the first step, mesh-level population dataset should be converted to zone-level dataset. In most cities, the size of zone is usually much larger than...
mesh. Assuming that people are evenly distributed in each mesh, we may calculate the zone-level AT-WORK population by aggregating the population of each mesh it covers. This conversion can be completed by spatial analysis tools. The results of this step is the AT-WORK population of zone $k$ in time slice $t$, denoted by $P^t_{kw}$.

\[ \hat{P}_{kw}^t \] denotes the prior matrix of commuting trips.

In this model, mobile phone data is mainly used for updating the existing matrices since the population dataset is not enough to make reliable estimation of traffic flow. However, most OD matrices collected by travel survey don't have time stamp and trip purposes. They are not sufficient to be the prior matrices since commuting trips and their time stamps cannot be differentiated. To deal with this problem, we are trying to employ an activity-based framework to get the prior.

(3) Activity-based prior generation

Activity based travel demand models predict travel behavior as a derivative of activities. Therefore, by predicting which activities are performed at particular destinations and times, trips and their timing and locations are implicitly forecast in activity based models (Jovicic, 2001)\textsuperscript{13}.

The activity-based models are characterized by three features by Davidson \textit{et al.} (2007)\textsuperscript{14}:

1. An activity-based platform that implies the modeled travel be derived within a general framework of the daily activities undertaken by households and persons;
2. Tour based structure of travel where the tour is used as the base unit of modeling travel instead of elemental trip;
3. micro-simulation modeling techniques that are applied at the fully-disaggregated level of persons and households, which convert activity and travel related choices from fractional-probability model outcomes into a series of discrete choices.

State-of-practice activity-based approaches for travel demand can be categorized into utility-maximization models and rule-based models. Utility-maximization models have strong behavior theoretical basis. These models lies in two basic ideas. Firstly, people's need for travel is derived from their demand for activity. One will take a trip when he can gain more utility from the activity than disutility from it. Second, people face spatial and temporal constrains when move between locations (Bowman, 2001)\textsuperscript{12}. Rule-based models usually don’t consider the behavior basis but view people’s choice of activities as a result of a set of heuristic rules. A thorough review of activity-based model may be found in Pinjari \textit{et al.} (2011)\textsuperscript{15}.

In our study, we tries to apply the model described in Bowman \textit{et al.} (2001)\textsuperscript{12} to study the travel demand of Tokyo, since the model have been applied in cities such as Portland, Sacramento and other cities in the US.

We plan to use PT survey data of Tokyo on the year 2008 as the dataset to estimate travel pattern of each individuals in the metropolitan area. The result
of this component is individual trips with timestamp and purposes. We will extract all commuting trips from individual’s activity pattern to form a prior of commuting trip distribution.

(4) Minimizing the divergence

From Equation (3), we can utilize estimators that had been adopted in the previous studies, such as Generalized Least Square (GLS), Maximum Likelihood Estimation and Bayesian approach to estimate or updating the traffic flows. In this section, we display the estimation of cross entropy method.

The divergence of matrix is commonly describe by the relative entropy, or Kullback–Leibler (K-L) divergence of these two matrices.

For discrete probability distributions P and Q, the K-L divergence of Q from P is defined to be

$$D_{KL}(P|Q) = \sum_i \ln \left( \frac{P(i)}{Q(i)} \right) P(i).$$

The K-L divergence is only defined when P and Q both sum to one.

Dividing both side of Equation (3) by the total number of trips, we can get a statistical form of the OD estimation problem.

$$p^* = \text{arg min} \ D(p^t, \hat{p}^t) = \sum_r \hat{p}^t_i \log \frac{\hat{p}^t_i}{p^t_i}$$

s.t.,

$$\sum_r p^t_r = 1$$

$$\sum_j \Delta p^t_{kw} = \Delta p^t_{kw}$$

$$p^t_r \geq 0 \ \forall r \in N, N$$ is the set of OD pairs

\(p^t\) denotes the vector of the distribution of traffic flows in time slice \(t\)

\(\hat{p}^t\) denotes the prior vector of the distribution of traffic flows in time slice \(t\)

\(p^t_r\) denotes the fraction of traffic flows of OD pair \(r\) in time slice \(t\)

\(\hat{p}^t_r\) denotes the estimated fraction of traffic flows of OD pair \(r\) in time slice \(t\)

\(\Delta p^t_{kw}\) denotes the variation of AT-WORK population change in zone \(k\) in time slice \(t\)

This model is based Wilson’s spatial interaction model of trip distribution\(^1\).

(5) Calibration of Traffic Flow

This optimization problem describe in Equation (5) can be solved by Lagrangian Multiplication.

With some manipulation, we may get the solution:

$$p^t_r = \sum_j \hat{p}^t_j e^{\lambda_j}$$

, where \(\lambda_j\) is the Lagrangian multiplier corresponding to OD pair \(r\).

By substituting \(\lambda_j\) back to the constraints, we can obtain each \(p^t_r\).

(6) A Numerical Example

Since the prior generation method and updating method are relatively independent, we may illustrate the updating model by a simple numerical example.

Considering a study area with 10 zones, and we have calculated the prior of the trip distribution in time slice \(t\):

As shown in Fig. 4, each element in the matrix is the fraction of flow

We also know the population change in each zone as in vector \(\Delta p = \{0.10, 0.13, 0.07, 0.12, 0.11, 0.08, 0.09, 0.06, 0.14, 0.10\}\).

In other words,

$$\sum_j p_{1,j} = 0.10$$

$$\sum_j p_{2,j} = 0.13$$

$$\cdots \cdots \cdots$$

$$\sum_j p_{10,j} = 0.10$$

$$\sum_j p_{ij} = 1$$

$$p_{ij} \geq 0, \forall i, j$$

where \(p_{ij}\) denotes proportion of commuting trip flows from zone \(k\) to \(j\).

Using Newton’s Method, we may get the posterior matrix as shown in Fig. 5.

5. Discussion and Conclusions

In this article, we proposed an approach to estimate OD matrix that incorporates mobile phone population data and existing model framework. The proposed methodology in this article can be viewed as a variation of OD estimation models from traffic count.

By understanding the characteristics of commuting trips, we further put forward a practical estimator of commuting travel flow that updates prior trip distribution generated from an activity-based model. Relative entropy or K-L divergence of distributions
is used to describe the difference of the prior and posterior. We then display the estimator can be used through a numerical model.

This model utilizes coarse-grained mobile phone and PT survey, no extra cost will occur on surveying or recording individual’s location. Meanwhile, individual’s privacy will not be violated since his travel trajectory cannot be inferred from the dataset.

With the aforementioned advantages and more validation works in the future, we are conducting a large-scale empirical study of updating OD matrices of Tokyo based on this proposed model. PT survey data of the year 2008 will be used to calibrate the prior trip distribution and mobile phone population data of the year 2012 will be used for updating. The results of this empirical study is expected to be presented during the conference.
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