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It is proved that the location-routing problem could reduce the total cost over long planning pe-

riod in city logistics. Since the classical facility location and vehicle routing problems are NP-

hard, the computational process must be well-organized. An exact solution of LRP with time 

windows using branch-and-price algorithm is proposed in this study. The decomposition by re-

laxing integrality separates the problem into a master problem and a sub problem. The problem 

is iteratively solved between simplex algorithm in master problem and elementary shortest path 

problem with resource constraint in sub problem until the non-negative reduced cost column ex-

ist.  
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1. INTRODUCTION 
 

Delivery goods with an effective manner 

has remained a key aim of transportation and 

logistics management throughout decades. Solv-

ing mathematical problems early in the planning 

horizon provides benefits and positive impacts 

for both operators and socials. Traditionally, 

determining the depot location and vehicle rout-

ing are carried out at totally different stages; 

strategic and operational stages, respectively. 

Routing problems can be solved more frequent-

ly in short term while depot must be located 

earlier and during the long term planning. How-

ever, this separation is arguable since the inte-

gration of them can lower total cost and vehicle 

traveling distances. Dealing with large number 

of customers in routing and depot location sim-

ultaneously requires more computational time 

and resources. A proper and effective method 

must be developed for the optimization model. 

This study, therefore, proposes the integrated 

approach for location-routing problem by using 

branch-and-price method. 

 

 

2. LOCATION-ROUTING PROBLEM  
 

Determining a location of business center, 

classically called facility location problem, at-

tracted much attention of mathematician and 

scientist for several decades. Since it involves in 

a particular stage from upstream to downstream, 

it is considered one of the most essential step in 

supply chain management, i.e. setting up facto-

ry, warehouse, retail store, or public services, 

i.e. hospital, police station, fire station1). 

The facility location problem determines the 

place(s) where the total cost of satisfying cus-

tomer’s demand is minimum with a set of con-

straints. Those costs include fixed cost to estab-

lish facility and distribution cost. There are two 

types of distribution to be considered; direct trip 

and tour trip as shown in Fig.1. The direct trip 

requires vehicle visiting only one customer and 

return base like a fire service. The tour trip, on 

the other hand, requires vehicle to visit more 

than one customer before return to base such as 

a postman1). If the service is direct trip, it is 

considered a location-allocation problem. If the 

service is a tour trip, it means Location-Routing 

Problem (LRP)2). 
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Fig.1 Direct Trip (left) and Tour Trip (right) 

 

However, it is argued that combination of 

location problem and vehicle routing problem is 

impractical since they are in different planning 

framework. Setting up the depot location be-

longs to strategic stage while routing is in a 

tactical or operational stage which can be calcu-

lated on the daily basis. It is inappropriate to 

calculate them together. Nonetheless, it was 

proved that the combination of location-routing 

problem reduced the cost over the long term 

horizon3) 4) 5). 

Since LRP is NP-hard problem, most of the 

studies are significantly referred to heuristics 

solution2) 6). All methodologies decompose the 

problem into ordinary location, allocation, and 

routing problems, and find the solution of each 

part repeatedly, iteratively, or simultaneously7). 

Nagy and Salhi6) categorize those techniques 

into 4 methods, namely sequential, clustering-

base, iterative, and hierarchical methods. Addi-

tional analysis is required to ensure and yield a 

good quality solution, such as robustness and 

debility analysis8). 

Exact solution studies which are successful 

for more specific cases and provide significant 

insights into problems exist fewer in LRP. A 

classical branch-and-bound algorithm, consisted 

of systematic of all candidate solutions, is firstly 

used by Larporte and Nobert9). It is applied the 

subtour elimination and chain barring con-

straints later10). More complex algorithm is de-

veloped lately by using more sophisticated inte-

ger linear programming called branch-and-price 

and branch-and-cut algorithms11) 12) 13) 14). It is 

observed the development of solving LRP 

comes from the successful of solving VRP in 

different transportation problem types, such as 

time windows, nature of demand/supply, pickup 

and delivery, capacity or distance constraints6). 

However, only two literatures review on LRP 

with time windows using heuristic approach. 

Solving LRP with time windows using exact 

solution has not been reviewed before. The con-

tribution of this study therefore is to review and 

explore a strategic framework in solving LRP 

with time windows. The systematic method of 

branch-and-price algorithm decomposed the 

restricted master problem and sub problem is 

proposed together with additional accelerating 

steps. 

 

 

3. FORMULATION 
 

The LRP can be stated as follow: we define 

the graph G = (V, A) where V is the set of nodes 

and A is the set of arcs. Let I denote the set of 

customers and M denote the set of potential 

depot locations. For each iI, let di be the cus-

tomers’ demand and xijk be the binary variable 

equal to 1 if route ij is used by vehicle k which 

its capacity equal to q. For each mM, let fm be 

the cost of set up the depot at site m and Qm be 

the depot capacity. The decision variable ym is 

equal to 1 if depot m is opened. In addition, cijk 

is the operating cost matrix between depots to 

customers and customers to customers. Let Kj be 

the set of vehicles located at depot m and K be 

the set of all vehicles. Given a set of customers 

and depots, the LRP is to find a set of opened 

depots and a set of routes of minimal total cost 

and meet customers’ demand. The vehicle must 

start and return to the same depot and visit the 

customer exactly once. The standard formula-

tion for the LRP is shown below; 
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Constraint (2) indicates each customer must 

be visited exactly once. Constraints (3) and (4) 

are flow conservation constraints meaning that 

if vehicle leaves the depot l, it must come return 

to the same depot while constraint (5) requires 

the vehicle to leave the customer h after visited 

it. Constraints (6) and (7) are vehicle and depot 

capacity constraints, respectively. Constraint (8) 

is time windows constraint implying that if ve-

hicle goes from i to j, it must serve customer i 

before j. Constraint (9) is the relaxed time win-

dows [ ', ii ba ]. Constraints (10) and (11) refer the 

binary decision variables if the arc and depot are 

selected, respectively. 

 

 

4. MATHAMETIC ALGORITHM 
 

(1) Column Generation 

It is observed from the model that the feasi-

ble solutions grow exponentially with the num-

ber of depots and customers. By relaxing linear 

equation and solving with branch-and-bound 

algorithm directly is totally difficult or unman-

ageable. Hence, the idea of decomposition by 

using column generation is introduced to sepa-

rate the problem in to a master problem and a 

sub Problem. The master problem is a linear 

programming with an integer relaxation while 

the sub problem (or pricing problem) is a dy-

namic programming called elementary shortest 

path problem with resource constraints. At each 

iteration, the master problem determines new 

multiplier sending to the sub problem to add 

new columns. After obtain the solution of linear 

relaxation, the optimal integer solution can be 

solved by using branch-and-bound15).  

The master problem can be described as 

follow: Let P is a set of feasible paths. cp and aip 

are the operating cost of path p and number of 

time path p serves customer i respectively. The 

decision variable yp is equal to 1 if path p is 

selected or 0 otherwise. fm and ym are depot fixed 

cost and decision variable as mentioned before 

in equation (1). The initial solution of master 

problem starts with a feasible solution that 

meets all constraints16). That is the depot-i-depot 

path. By optimizing master problem, the current 

optimal objective function and dual prices (πi 

and µim) are obtained. The master problem can 

be formulated as; 
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The sub problem can be solved by an Ele-

mentary Shortest Path Problem with Resource 

Constraints (ESPPRC). It has more advantage 

than ordinary Shortest Path Problem with Re-

source Constraints since it reduces the duality 

gap and can be applied with some specify prob-

lem in column generation17). The cost explicit in 

the objective function (17) ijc  is equal to





Pp

imiipij ac )(  , called reduced cost where πi 

and µim are dual variables for constraint (13) and 

corresponding to customer i and depot m, re-

spectively. The idea of the sub problem is to 

find the path with minimal reduced cost. The 

process ends when the optimal objective is equal 

to non-negative value, or zero. The sub problem 

can be formulated as; 
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A labeling algorithm is used in ESPPRC. 

The individual labels are assigned to each node 

indicated the cost and resource consumption of 

each paths. At each iteration, all new labels are 

extended toward possible successor node until 

no new labels are created. To limit the prolifera-

tion of nodes, the dominance rules are intro-

duced to compare 4 criteria of candidate nodes, 
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including less visited nodes, less time, less re-

source consumption, and less cost18). It helps to 

remove paths that do not extend further. None-

theless, since the sub problem consume most of 

computational time and resources, the stabiliza-

tion and acceleration plan are needed. Qureshi et 

al18) recommends stopping the iteration if more 

than 500 feasible solutions with negative re-

duced cost were found or more than 100 col-

umns were generated to the master problem. 

Feillet et al17) illustrates the procedure of ES-

PPRC as follow; 

 

Initialization 

p  {(0, …, 0)}  

for all viV\{p} 

      do i   

E = {p} 

 

repeat 

     Exploration of the successors of a node 

     Choose viE 

     for all viSucc(vi) 

     do Fij   

     for all i = (vis(Li), t(Li), q(Li), c(Li)) i 

                 do if   
 
= 0 

                       then Fij  Fij{Extend (i, vj)} 

           j  EFF (Fijj) 

           if j has changed 

    then E  E{vj} 

     Reduction of E 

     E  E{vi} 

until E =  

 

while i is list of labels on node vi; Succ(vi) 

is a set of successors of node vi; E is a list of 

nodes waiting to be treated; Fij is a set of labels 

extended from node vi to vj; and EFF() is a 

procedure to keep only nondominated label in 

the list of label . 

 

(2) Branch-and-Bound  

The branch-and-bound algorithm is used if 

the integer value does not exist in the final solu-

tion, which much likely to occur. The branching 

strategies are based on the original three-index 

flow formulation from constraints (2) to (11). 

The branching on flow variables (xij) is used if 

the number of vehicle used is integer but the 

flow variables are fractional15). Equation (25) 

shows a best-first strategy to make a decision 

when branching in the sub problem. 

 

ma    (min {    ,       }) (25) 

 

5. CONCLUSION 
 

This paper presents the framework and inte-

grated idea to solve the combination of location 

and vehicle routing problems. The location-

routing problem attracts the researchers and 

practitioners since it can tackle the mathematic 

problem in both strategic and operational level. 

Since LRP is NP-hard, develop the exact al-

gorithm must be aware of computational re-

sources. This study proposes the method of de-

compose the integer linear programming. The 

branch-and-price is intensively explored in order 

to produce an acceptable calculation process. 

This research contributes the new idea to coop-

erate time windows into LRP which has not 

been developed before using exact algorithm. 
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