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1. Introduction 

Availability of traffic information from different 

sources provides more opportunities for dynamic 

evaluation of traffic conditions and real time traffic 

management. Considering different accuracies and 

limitations of traffic data from various sources, data 

fusion techniques are applied to extend the spatial and 

temporal coverage of data. 

So far, data fusion techniques have been used mostly 

for travel time estimation on urban streets using fixed 

and probe sensor data. Majority of fusion techniques to 

estimate travel time are merely based on statistical 

methods without considerations for traffic engineering 

concepts. In addition, existing methods do not use rich 

probe trajectory data which represent traffic conditions 

in time and space. Instead probe trajectories are used 

simply to extract travel times. Travel times estimated 

from probe vehicles (e.g. taxis or buses) might vary 

according to vehicle types, though location and waiting 

time of probe vehicles stopping in a queue does not 

depend on vehicle types. Such valuable information of 

probe trajectories could be combined more effectively 

with fixed sensor data to reproduce trajectories of all 

vehicles. 

We propose a novel fusion technique to estimate 

vehicle trajectories using multi-sensor traffic data based 

on concepts of traffic engineering which can fully utilize 

probe trajectory information. Once vehicle trajectories 

are estimated, they could be used for several 

applications such as travel time estimation and signal 

coordination. In this paper application of the 

methodology for signal coordination is demonstrated in 

the end. 

2. Background and literature review 

Existing data fusion techniques for travel time 

estimation can be categorized as follows 1): i) Statistical 

based, ii) Probabilistic based and, iii) Artificial cognition 

based. Among statistical techniques, weighted 

combination of travel times from different sources is the 

most common approach. Weights are generally derived 

from variance-covariance estimation errors by applying 

methods such as “voting technique” 2). 

 Probabilistic approaches such as Bayesian approach 3), 

Dempster-Shafer inference 4) were used to tackle the 

problem of data fusion for the purpose of travel time 

estimation. El Faouzi 3) describes application of 

Bayesian approach to combine travel times estimated 

from conventional loop detectors and probe vehicles on 

urban routes. Mathematical basis for applying 

Dempster-Shafer inference to improve travel time 

estimation by fusing estimated travel times from toll 

collection stations and conventional loop detectors is 

demonstrated by El Faouzi et al.4). Ivan et al.5) applied 

artificial neural networks (ANN) to develop arterial 

incident detection models that fuse probe vehicle and 

fixed detector data. Some researchers proposed data 

fusion frameworks which include different fusion stages. 

Combinational fusion techniques may use statistical, 

probabilistic and even artificial cognition concepts in 

several stages before producing the final output from 

different data source. Choi and Chung2) proposed an 

algorithm for fusing multiple data sources to generate a 

representative value in terms of link travel time focusing 

on detector and GPS probe vehicle data. Their 

methodology involves voting technique, fuzzy 

regression, and Bayesian pooling method. 

Existing data fusion methodologies basically relay on 

statistical concepts and do not benefit from principles of 

traffic engineering to fill the gaps in data. Berkow et al.6) 

proposed a fusion method to combine the data derived 

from loop detectors and probe buses to improve travel 

time estimations on urban routes. They developed an 

algorithm to identify congested time periods using 

detector data which were used later to reproduce bus 

trajectories. However, they did not consider the delay at 

signalized intersections within their study area. 

Proposed methodology in the current research 

considers delay at signalized intersections and 

implements principals of traffic engineering to combine 

probe and detector data to reproduce vehicle trajectories 

on urban arterials. The next section introduces study 

area, available data and analysis period. 

3. Study area and available data 

As shown in Figure 1, a 1450m stretch of an urban 

route in Tokyo was considered for the purpose of this 

study. The study area is a portion of the test bed 

dedicated for advanced research in real time traffic 

management by VICS (Vehicle Information and 

Communication System) center in Japan.  This route is a 

two-way, single lane and includes six signalized 

intersections. Signal timing parameters, loop detector 

records and probe data were collected on October 28, 

2009 from 07:00 am to 19:00pm. However, for the 

purpose of this study a shorter analysis period is chosen 

for the morning peak period from 08:14 to 08:45. Traffic 

volumes (pulse data) were collected using loop detector 

installed in the upstream and downstream of 

intersections. Signal timing parameters including the 

duration of each phase and cycle length for all signalized 

intersections were also available. Probe data include 
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time and travelled distance (position) at 1 second 

intervals were collected using GPS equipped vehicles. 

The travelled distance of probe vehicle was measured 

from a start kilo post (origin) of the study area. Location 

of intersections, signal timing patterns and probe 

trajectories of east bound and west bound route are 

shown in Figure 1(a) and 1(b). 

4. Methodology 

 Proposed methodology to estimate vehicle trajectories 

is based on the kinematic wave theory originally 

developed by Lighthill, Whitham and Richards (LWR) 

in 1950s 7). They described a theory of one-dimensional 

wave motion which could be applied to certain types of 

fluid motion or to highway traffic flow. The key feature 

of the LWR theory was that there is some functional 

relation between the flow q and the density k which 

might vary with location x but not with time t. Assuming 

no entering or exiting traffic, the conservation equation 

implies: 
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Equation (1) can be written as:   
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where, qxqkxqw  /),(),(  and the 1/w is called the 

“wave speed”. 

Newell 8, 9 and 10) combined the concept of cumulative 

curves with LWR theory and extended it to the 3D 

kinematic wave theory in 1993. Given N(x, t) as 

cumulative number of vehicles at location x and time t, 

Newell suggested evaluating N(x, t) rather than q(x, t): 
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According to equation (3), if one knows N(x0, t0) and 

q(x0, t0) at some boundary point, one can determine N(x, 

t) at all points along the same cumulative curve. In the 

special case of a homogeneous road section, k, q and w 

are all constant and, as a result of equation (3), so is 

dN/dx. If we interpret N(x, t) as a surface in a three-

dimensional (N, x, t) space, the surface N(x, t) is a 

surface generated by a family of straight lines. The value 

of N(x0, t0) and q(x0, t0) at any boundary point would 

determine a line in the surface N(x, t). From appropriate 

boundary data one could easily construct such a surface 

and, thereby, determine N(x, t) everywhere. 

The 3D kinematic wave theory has been used for 

several applications such as dynamic network 

assignment 11), traffic simulation 12), etc. Recently 

Daganzo 13 and 14) proposed an efficient calculation 

method based on variational formulation of the 3D 

kinematic wave theory to evaluate forward and 

backward waves within the traffic flow. We employed 

Daganzo’s method to estimate vehicle trajectories and 

validated the proposed methodology on the test bed of 

this study. 

Given N(x0, t0) and q(x0, t0) at some boundary point, 

variational theory provides a solution to estimate N(x, t) 

by treating the problem as capacity constrained 

optimization problem. Flow at any point in time-space is 

bounded from above by qmax, the capacity. A similar 

capacity constraint should also hold if the road is viewed 

from a rigid frame of reference that moves with speed x'. 

In this case the capacity relative to the frame (the 

“relative capacity”) is the maximum rate at which traffic 

can pass an observer attached to the frame. An observer 

that moves with speed x’ next to a traffic stream with 

density k and flow q is passed by traffic at rate q-kx'. In 

simplified variational theory, fundamental diagram is 

triangular and the relative capacity function (cost 

function) is linear. In this case the maximum cost is: 
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where u and w are forward wave speed and backward 

wave speed, respectively. In variational theory the 

problem is solved approximately by overlaying a dense 

but discrete, network with short straight valid paths as 

links, and the following two properties: i) the slopes of 

links branching from each node which represent range 

of wave speeds with sufficient resolution and ii) link 

costs.  

As shown in Figure 2, the solution domain can be 

modeled with a network at which the mesh resembles 

triangular fundamental diagrams with identical steps in 

time-space plane. Each node in the network represents 
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Figure 1: Study area and location of signalized intersections and loop detectors 
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the height of the three dimensional cumulative surface at 

a specific point. Cost rate along forward wave is 0, 

which means there is no change in cumulative number 

of vehicles along forward wave. Cost rate along 

backward wave is the maximum allowable change in 

cumulative number of vehicles (r.ɛ). If there is any red 

interval in the solution domain, the cost rate of that path 

becomes 0. In this case, red interval creates a shortcut in 

the network along which cumulative number of vehicles 

is constant. 

Considering the three dimensional shape of the 

cumulative surface, trajectory of vehicle i would be the 

contour level i on the three dimensional surface where i 

is an integer number. For the test bed of this study, 

forward wave speed was estimated from probe data 

during free-flow conditions while saturation flow rate 

was estimated using detector data.  

It is assumed that there are no vehicles entering or 

leaving the study area from midway intersections. 

Proposed methodology is applicable when there is no 

passing allowed (first-in, first-out conditions).The test 

bed of this study is a single lane facility. Saturation flow 

rate, jam density, free-flow-speed and passing times of 

the vehicles were estimated this single lane.  

5. Calculation steps 

(1) Constructing the network 

The process starts with defining the network. 

Considering a triangular fundamental diagram, given the 

forward wave speed u, jam density kj and saturation flow 

rate qmax, backward wave speed w is estimated using 

equation (5). The horizontal distance between nodes, 

tstep, is an input variable. Considering computational 

straightforwardness, time step of 1 second is 

recommended. The vertical distance between network 

nodes, sstep, can be estimated using equation (6). 
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(2) Setting boundary conditions 

Each node in the network presents the height of the 

cumulative surface. To set initial conditions, the height 

along the first column is assumed to be 1. The next step 

is assigning appropriate heights for the network 

boundaries. Considering the passing times of the 

vehicles recorded by detectors, cumulative traffic counts 

at the upstream and downstream are assigned as the 

height to the nodes along the lower and upper 

boundaries of the network.  

(3) Reference probe trajectories 

When probe trajectories are used as reference to 

estimate other trajectories, additional treatments are 

necessary. A probe trajectory can be interpreted as a 

contour on a three dimensional surface of cumulative 

curves. Therefore a constant height should be assigned 

to the nodes in the vicinity of the probe trajectory. Since 

cumulative vehicle counts at upstream are known a 

constant height can be estimated once intersection point 

of the probe trajectory with the lower boundary of the 

network is known.  

(4) Signal timing constrains 

Red intervals create shortcuts in the network as shown 

in Figure 2. In other words, during red intervals, it 

would be possible to move from node (i, j-1) to node (i, 

j) without incurring any cost. Therefore it is necessary to 

distinguish all the nodes in the network that represent 

red intervals. Since positions of signalized intersections 

are known, considering signal timing data, such a 

process can be accomplished.  

(5) Optimization 

Optimization is performed to find the height of each 

node in the network. Considering equations (4) and (7) 

the link cost can be estimated using equation (8). 

Optimization process begins from upstream node and 

continues along each column until the last node in 

downstream. 
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In general, height of node (i, j) is estimated from 

equation (9). If node (i, j) represents red intervals in the 

time-space plane, then considering the shortcut effect of 

red intervals, height is estimated from equation (10). 
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(6) Trajectory Estimation 

Considering the three dimensional shape of the 

cumulative surface, trajectory of vehicle i would be the 
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contour level i on the three dimensional surface where i 

is an integer number. For the test bed of this study, 

forward wave speed was estimated from probe data 

during free-flow conditions while saturation flow rate 

was estimated using detector data.  

6. Analysis Results 

Figure 3a), shows estimated trajectories when none of 

probe trajectories were used as reference. Although 

forward and backward waves are modeled correctly, 

estimated trajectories still do not match with 

corresponding probe trajectories. Since height of the 

first column in the network was set to 1, impact of 

traffic conditions from earlier time intervals is not 

reflected in estimated trajectories.  

Since a probe trajectory reflects real traffic conditions, 

using a probe trajectory as a reference to set up initial 

boundary conditions would improve accuracy of 

estimations. Figure 3b) shows estimated trajectories 

when only the first full probe trajectory is used as 

reference. Impact of backward waves from earlier time 

intervals is clear in Figure 3b). 

Considering significant improvements in the accuracy 

of estimated trajectories after using the first full probe 

trajectory as a reference, each probe trajectory was used 

as a reference to estimate trajectories of the proceeding 

vehicles. Afterwards the estimated trajectory 

corresponding to the next probe trajectory was 

considered and its travel time was compared with the 

travel time of the respective probe vehicle. Figure 4 

shows the comparison results. While proposed method 

underestimates travel times without using probe 

trajectories as reference, when probe trajectories are 

used as reference, estimated travel times significantly 

improve and estimation error becomes less than before. 

After model validation, application of proposed 

methodology for signal coordination is briefly 

demonstrated in the next section. 

7. Application for Signal Coordination 

Proposed methodology was validated for travel time 

estimation considering probe trajectory as reference. 

Hereafter application of proposed methodology for 

signal coordination is demonstrated. The main objective 

is to minimize delay on both directions. As shown in 

Figure 1 it is clear that westbound route suffers more 

from extended delays compared with the eastbound. 

This may be due to bad signal coordination or heavier 

traffic demand in this direction. Loop detector data 

shows traffic volume in the westbound is just slightly 

higher than that in the eastbound. So it can be expected 

that a better coordination result in less delays in both 

directions. Original cycle length for all signals for this 

study period is 120 sec but range of green split is varied 

in between 55% to 69%. In order to have better 

coordination, offset value of each downstream signal 

with respect to upstream signal for both direction is 

estimated separately keeping the original cycle length 

and green splits for each signal.  

First trial for offset change is started with ideal offset 

that means dividing distance in between to intersection 

by free flow speed. And as estimated vehicle trajectories 

are already been obtained so it is easy to see visually 

where and how many vehicles which are coming form 

upstream intersections are stopped by the red  interval at 

downstream intersection. So by a little effort we can 

obtain optimum offset for each intersection regarding to 

the upstream intersection.  

As it is mentioned before offset setting is done 

separately for both direction. Table 1 shows the 

strategies implemented regarding different offsets for 

the eastbound. 

 For each strategy average travel time is estimated 

using estimated trajectories within the zones shown in 

Figure 5(a) and Figure 5(b). Then average travel time 

is compared with free flow travel time of the 

corresponding sections and delay is calculated.  

Offset values shown in Table 1 are implemented one 

by one for both east and west directions. Average delay 
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Figure 3 Estimated trajectories (Westbound) 

 
 

Figure 4 Travel time estimation improvements 

after using probe trajectories as reference 
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for each direction and total delay for both directions are 

calculated for each Strategy. Figure 6 shows that 

strategy E is the most efficient offset setting for both 

routes as total delay is the minimum. 

8. Conclusions and future works 

Most of existing data fusion techniques use probe 

trajectories to simply estimate travel time and neglect 

the rich trajectory data which represent traffic conditions 

in time and space. More over majority of data fusion 

techniques are merely based on statistical methods 

without considerations for traffic engineering theories. 

In contrast, proposed methodology is based on 3D 

kinematic wave theory of traffic flow and can fully 

employ probe trajectory data to estimate vehicle 

trajectories. Such features culminate in reliable travel 

time estimation with minimal input data requirements. 

In addition, estimated trajectories can be used for 

various applications such as travel time estimation and 

dynamic signal coordination. 

The methodology can still be improved and 

generalized in several ways. In this study vehicles 

coming in or going out in the middle of the section were 

not considered. Neglecting incoming or outgoing vehicle 

may result in significant over-underestimation. It was 

also assumed that first in-first out (FIFO) condition 

holds throughout the study area. Such an assumption 

might not be true for multilane facilities where passing 

is allowed. Tackling these issues require adjustment of 

the fundamental theory as well as introducing extensions 

to the proposed methodology which are considered in 

the future directions of this research. In addition, signal 

coordination process demonstrated in this paper was 

based on an iterative procedure which does not 

guarantee optimum coordination in both directions. 

Development of an efficient signal coordination 

algorithm is another issue which should be considered in 

the future extension of the current research. 
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Figure 5: Average travel time estimation zone using first full probe as reference for both routes 
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Table 1 Offset values between consecutive intersections 

on eastbound (seconds)  
 

Strategy  Int. # 2 Int. # 3 Int. # 4 Int. # 5 Int. # 6 

A 18 
    

B 18 20 
   

C 18 20 16 
  

D 18 20 16 17 
 

E 18 20 16 17 9 

 

 
 

Figure 6: Directional and total delay for each 

strategy 
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