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1. Introduction

Over the last few decades, the main focus in the field of transportation research has been on moving people and/or vehicles
from one place to another ontime at an acceptable cost, unfortunately, without adequate consideration on safety issues. Road traffic
crash is a highly complex, yet, little understood phenomena in transportation engineering which b associated with substantial
socio-economic impact. Some of the major obstacles for the advancement of this research field have been the lack of crash data,
difficulty in field experimenta design, absence of quality smulation methods, and the high uncettainty associated with the
phenomenaitself. Thus, modeling techniquesthat are capable of reasoning under situations where causality playsarole but we do
not have aclear understanding of the phenomena, can play asignificant rolein reducing the knowledge gap in road safety research.
Such amethod widely known as Bayesian Network wasintroduced by the Artificial Intelligence community during themid 1980s.
However, despite its importance in modeling highly uncertain scenarios, the method became popular until recently with the
introduction of new agorithms, software packages and the increased capability of computers. Severd researchers from various
disciplines have since then taken initiatives to introduce Bayesian Network to their research community by publishing papers on
step by step explanation and implementation procedures through examples. In this paper, we have aso attempted to make
Bayesian Network more accessible to the road safety researchers by providing the basic ideasthrough aformulated example

2. Formulation of the example

In Bayesian Network (BN), we create amodel of certain problem domain in such way that it can support expertsin performing
their tasks rather than substituting then™. In this section, we present a simple Bayesian Network to predict the probability of road
crash to introduce its concept, mechanism, properties and use. We have assumed the values of the variables as it is for illustration
purpose and isnot intended to present avalid model based onreal data.

Road crash isacomplex phenomenaand is caused by multipleinterrelated factors, such as, speed of vehicle, traffic flow onthe
road, weather condition, time of day, road geometry, etc. So far researchers have been successful in finding correlations of these
causalities with crash but research regarding the understanding of crash phenomenais ill in its infancy. However, from previous
research findings and expert opinion, we can identify that time of day and weather can affect traffic flow; weether and road
georretry can influence the speed of vehicles and crash is related to speed and flow of vehiclesin the stream. We have prepared a
simpledirected acyclic causal graph with thisinformation where the variables are presented as nodes and their inter-relationship is
presented with arcs (Figure 1).

Now, when an arc isdrawn from one variable to the other, the former is calledthe parent (denoted as 'pa) and the later as child
when we mention their relationship. In our example, 'Flow' has two parent nodes — 'Weather' and 'Time of day'. The variables
represented with nodes in Figure 1 have finite number of discrete vaues. Let us assume that each variable has two categories as
presented in Table 1. The state of the variables are represented with probabilities asrainy westher or non-straight road sections will
not always cause low speed, in the same way, high speed will not always cause crashes. We can obtain these probabilities from
frequency based dataanalysis, from previous studiesin asimilar site or even from expert opinions.
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Thus, when complete information is available, we can use such a causa diagram to predict events (e.g., predict crash
probability) or infer causes from observed effects? (e.g., was the crash caused due to over speeding?). However, it is difficult to
obtain information about all thevariablesat atime. Moreover, it becomes difficult to makeinferenceswhen different evidencesare
suggesting contradictory conclusions. Bayesian Network allows usto calculate such probabilitiesby considering only asmall set of
probabilities, relating only conditionally dependent neighboring nodes?.
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Figure 1. A causal graph representing asimplified mode! for road crash

Table 1. Statesof different variables
Road Geometry Weather Timeof Day Speed Flow Crash
Sates Straight/Not straight | Rainy/Notrainy | Peak/Offpeak | High/Low High/Low YesNo

3. Theformal definition and i ndependent assumptions

Bayesian Network can be defined as an acyclic directed graph (DAG) which defines a factorization of a joint probability
distribution over the variablesthat are presented by the nodes of the DAG, where the factorization is given by the directed links of
the DAG. Thus, if aBN contains'n’ number of variables, then we can represent the compl ete problem domain as Equation 1.

P(xl,xz,---,xn)=1jP(xilpa(Xi)) (1)

In order to specify aBN, we need to provide the probability (or conditional probability) distributions of all the nodes. Thus, as
we have six variables each with two statesin our example, we are expected to need 2-1, or, 63 joint probabilities. However, dueto
the conditional independence assumptions (explained later) conditional probability of each child node can be calculated only with
respect toits direct parent nodes. Thus, Equation 1 can be written as Equation 2 for our example.

P|GW,T,S,FC|=P|GIPIW|PIT P|S|GW|PFIWT|PICISF| o

The conditiona independence assumption of BN can be explained by explaining how information flows through its
connections. A BN can have three kinds of connections — serid, diverging and converging. One of the serial connectionsin our
example is from 'Time of Day' to 'Crash’ through 'How' (Figure 2(a)). Now, if we know the time of day, we can revise our belief
about the flow condition at that time and thereby update our belief regarding the crash probability. However, if we aready know
about the flow condition, any extrainformation regarding the time of the day will not ater our belief about crash, i.e., flow of
information will be blocked as shown in Figure 2(b). The connection among 'Weather', 'Speed' and 'Flow' is diverging with
"Westher' as a parent to both 'Speed' and 'Fow' (Figure 33). Like the seria connection, evidence on 'How' can modify our belief
regarding the weather and thus influence our belief about 'Speed' and vice versa. If we aready have evidence related to "Weather'
then new information related to 'Speed' (or 'Flow’) does not change our belief about ‘Flow' (or 'Speed) (Figure 3(b)). The
connection among 'Westher', 'Flow' and 'Time of Day' is converging (Figure 4(a)). Here, if we assume that both rainy weather and
off-peak hour cause the traffic flow to be low, then if we know that the traffic flow islow and if we also observe that the weather is
not rainy, our belief regarding the time of day to be off-peak hour will increase. In the same way, if we observe high flow on a
rainy day and do not know about the period of time when the data was collected, our belief about the probability that the time of



day is peak hour will increase. Thus, in case of converging connection, we need evidence regarding the child node and one of the
parent nodesfor the propagation of information (Figure 4(b)).
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Figure2. A serial connection (upper and lower arrows indicating propagation of evidence)
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Figure 3. A diverging connection (upper and lower arrows indicating propagation of evidence)
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Figure 4. A converging connection (upper and lower arrows indicating propagation of evidence)

Asthesethree cases cover al the ways evidence can be propagated through a BN, based on these concepts, we can identify if
two variables are conditionally independent. Thisisformulated asarule called d-separation rule. According to Jensen and Nielser?,
two distinct variables A and B in a causal network are d-separated if for al paths between A and B, there is an intermediate
variableV (distinct from A and B) such that either
- theconnectionisserial or divergingand V received evidence, or,

- theconnectionisconverging, and neither V nor any of V's descendants have received evidence.

If A and B are d-separated then changesin the certainty of A have noimpact on the certainty of B. If they are not d-separated
then they are called d-connected. In case of our example, any propagation of evidenceto 'Flow' can be either through 'Wesather' or
'Time of Day', or through 'Crash’. As 'Crash' is the child node of a converging connection, it will block the evidence propagation
when we do not have any information regarding crash. In the same way, evidence regarding 'Weather' and ‘Time of Day' will block
the propagation to 'Flow" (imagine that the network was larger and "Weather' and/or "Time of Day' had parent nodes). Thus, any
child nodeinaBN can be conditioned only with their direct parent nodes aspresented in Equation 2.

4. Calculating the probabilitiesin a Bayesian Networ k
At this point, we need to specify the prior probability of nodes which have no parents as well as the conditiona probabilities of

nodes with parents to specify the probability distribution of our example Bayesian Network. Now, let us assume that we have
obtained the probability of road section being straight, weather being rainy and time of day being peak period to be 0.8, 0.15 and

025 Similarly, let us dso assume that P(S,, | GayaignrWeain) =025, P(&ighIGsraightV_VRam) =0.85,
P(Sugn [GaraignWagn) =005, P(Sygn GsraignWran) =035, P(Frygn | T Wer) =070,
P(Fpigh | Tre - Wrain) =09, P(Fiign | TPeak W) =010, P(Fpyg, | Tpeak Wran) =020,
P(Cyes | Suigns Frign) =00L P(Cres | Syyigns F Hign) =0.008, P(Cye, | Stiigh, Fig) =0.006, P(Cos | Stiigh, Frgige)

=0.006, P(C, | Shigh, F 1) =0.000L Thus, the joint probability of speed being high, flow being high and crash can be



calculated as respectively 0.669, 0.375 and 0.0066 as presented in Figure 5 (we used free version of Netica, a BN software, to
calculatethe probabilities).
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Figure 5. Probability of the example Bayesian Network
Now, this model can be used for inference purpose when we have information regarding the state of any/severd variable(s). For
illustration purpose, let us assume that we would like to know the probability of crash on astraight road section during peak hour.
Thus, when G = *Straight” and T = Peak’ probability of P(C = Crash’) can be calculated as 0.88:
Z Z Z P(G=Straight ,W ,T=Peak,S,F ,C=Crash)
P(C=Crash|G=Straight ,T=Peak )=

ZZZZP G=Straight ,W,T=Peak,S,F,C)

Thus, when built with real data, our example model can be used to pred|ct crash probability depending on variousroad, weather
and traffic conditions, unveil the relationship between speed and flow during crash, identify specific combination of Situations
resultingin high crash potentid, etc.

5. Key Advantages of Bayesian Network ,its application and conclusion

One of the key featuresin BN isthe status of its variablesin themodel. Unlike classical modeling approaches, BN does not have
the concept of dependent and independent variable and treats each one equally. Thus, once we build the model, state of any
variable can be predicted with available information about any/some variable(s), which eliminates the necessity to build separate
modds for each variable. BN's ahility to update the belief about any variable in presence of new evidences resemblance with
human rationa way of thinking. Moreover, when we have more information regarding some parts of the network, we can update
the corresponding probabilities without needing to re-model the problem domain. Bayesian Network has provided researcherswith
an essential tool to addressan array of problemsin which oneiswilling to draw conclusions based on a probabilistic approach. At
present, the use of BN intransportation engineering has been limited. As many problemsin transportation engineering, specificaly
inroad safety, deal with high uncertainty, lack of dataavailability andrequire probabilistic approach, we can expect arapid growth
in use of Bayesian Network in thisresearch field. However, al these benefits are associated with cost, too. Preparing the Bayesian
Network and setting up the causal directions in it may require experience as wrong causal directions can represent erroneous
conditional independence. For example, in Figure 1, if we dter the direction of arrows from ‘Weather' and ‘Time of Day’ to
‘Flow', i.e., cregte a diverging connection with ‘Flow’ as the parent node, it will suggest a dependency between ‘Weather' and
‘Time of Day’ — which is wrong. Moreover, the caculations associated with Bayesian Network is considered as NP-hard and
require asubstantial amount of resourcesto model large networks. The available software packagesto apply BayesianNetwork are
expensive and limited in number. However, as alarge number of research communities are now using Bayesian Network, we can
expect that soon more efficient and cost effective tools will be available, which will facilitate the use of Bayesian Network for
researchers outside theinformation science and artificial intelligence community.
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