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1. Introduction

Asavallability and religbility of observed traffic data sgnificantly affect the accuracy of traffic state estimation, traffic data
from probe vehicle technique, which has a potentid of network coverage, might be ussful to improve the traffic Seate
egimation. The applications of probe vehicle dataare ill limited as they mostly concentrated on travel time detection, such
asin Chen®, whilesomeauthorshas used probe daato estimate O-D data, and detect incidents?. Asknowledge of theauthors o
far, no work has gpplied the probe deatawith the macroscopic modd to edimete treffic dates In fact, fundamentd treffic date variables
(traffic volume, gpace mean Soeed, and traffic dengty) have some advantages over travel time, such as, they are better to reflect
traff conditions, they have a capability to convert to other varigbles. The objective of this Sudy is to propose a method for
integreting probe vehicle data into fixed detector data for estimating traffic states on a freeway. The Kaman filtering
technique (KFT) is applied to update the state variables estimated by a macroscopic modd. Firstly, the formulation of the
proposed method, which considers how to tregt the observation variablesfor the KFT in order to overcome the inconsstency
of observation data, will be presented. Then, the methodology will be examined using severd sets of hypothetica data under
different traffic conditions

2. ProbeVehide Technique

The probe vehicle concept is the monitoring technique that uses the vehides as the moving sensors traveling in traffic, in
contragt to the fixed detectors such as inductive loops, which exist only limited locations. The probe vehicle is avehicle tha
measures and reports traffic flow conditions to roadside devices as red-time manner. A sufficient large number of probe
vehicles should reasonably represent the traffic conditions that they experienced. With such mechanism, data from the links
that no detector ingtalled can be obtained.

Generdly, there are three possible gpproaches by which probe vehicles can tranamit traffic information.
1) Space-based probe data: probe vehicles transmiit traffic information to roads de devices as they pass observation points.
2) Time-based probe data: probe data are reported at every specific time instant regardless of the probe vehicle postion.
3) Event based probe data: traffic information is reported when a particular event occurs, for example, traffic accident or
incident reports from drivers by cellular phone.

In this study, the second approach was adopted. Compared to the first gpproach, the second has a higher potentid for

covering the entire network. The anecdota report asthe third method is not gpplicable for our estimation problem.

3. Traffic State Estimation
Traffic stateinformation is essential for the development of efficient control strategies and management schemesfor treffic

systems. Unfortunately, by mean of field observation, it is impossble to obtain such traffic data for a large network.
Therefore, traffic date estimation is necessary. The common way to estimate traffic states is to use mathematicd models.
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However, the results from static mathematical models seem to be not sufficient for red time applications. Asaresult, severd
srategies were introduced to apply with the models for red-time traffic prediction, such as artificid neural network, and
KFT.

(1) Macroscopic Traffic Flow Mode
The Payne's? macroscopic traffic flow model was selected to apply in this study due to its smplicity to integrate with
other techniques, including the KFT. It is composed of three relationships asthe followings.
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where t indicates time increment, whereas x indicates Space increment. p, v, and g are the fundamentd traffic state variables,
which are dendity, space mean speed, and traffic volume, respectively. v is the peed at equilibrium state, which can be
obtained from dendty-speed curve. 7, and vare modd parameters.

(2) Formulation of State Estimation M odel

To edimate the traffic State variablesin real-time, we apply the KFT with the macroscopic traffic flow modd. Traffic state
is firg etimated by the macroscopic modd. Then, as the system receives the observetion variables, the estimated state
varidbles are adjusted using the KFT. The adjusment of sate variables is proportiona to the difference between observed
values and model predicted values of observation variables. This method has been used by Cremer?, and Suzuki®. In their
sudy, the state variables are traffic density and space mean speed, X(t)=(o,v), Whereas traffic volumes and spot speeds are
treated as obsevation variables, y(t)=(q,w)q; where w is the time mean speed measured from detectors. According to the
macroscopic model system equations, the continuity equation (Eq.1) and the momentum equation (Eq.3) are treated as Sate
equations, while observation equations congst of Eq. 2 and the rationship between spot speed and Sate variables. The
linearized mode of KFT hastheform of:
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x(t) and x()are the edimated state vector before and after obtaining actaul measurement data, y(t), respectively. where )

and {(t) are noises vectors representing the modeling errors and measurement errors. The State variables can be adjusted
according to the correction seps of the KFT asdescribedin Fig.1.

(3) Integration of the probe data into the gate estimation problem
We modeled a road section as shown in Fig. 2. The road section was discretized so that fixed detectors, if any, were
located at gpproximately the middle of a certain segment (except for the detectors at the entrance and exit points of the road

step 1. edimate state variables for the current step, t; x(t) = f[%(t-1)]
step 2: ceulaearror matrix of (r) atimet; Intermediate Detector
: Entrance
M(t)=Alt-DPt-DAT (t-1)+@ Detector Oy, j+10 Wy, o1
gy W Intermediate Detector

step 3: cdculate Kamen gain metrix a timet; 0o Ay v Wy 11
K(t)=M(H)C ct)M)CT t)+z]* ---- [
Sep 4 estlmateobsa\/etlonvarlablesattlmet' ¥(t) = g[x ()] N c E#
step 5: update estimated Sate variables, (t) = X(t)+ KE)y(t) - 5)] 1 - - S Exit L

Xi
step 6: update error matrix of (t); pft)=m ()_ (t)C(t)M() Probe,,, A Probe, | Detector
&t t=t+1,gotostep 1 and repeat dl Seps Probe,v, ., Un Wy,
note @ and Z are covariance matrices of &t) and £(t).

Figure 1 Kalman filtering updating algorithm Figure 2 Road section with probe vehicles and fixed detectors



section) to avoid influence from neighboring segments in the calculation of the observation variables. This is what differs
from the conventiond approach, which modeds so that detectors are locate a segment boundaries. Here, we could assume
that the observed speed from the fixed detector, wy;, is the observation variable of space mean speed of the segment, and the
observed volume from the fixed detector, g, is the observation variable of the segment flow.

It is assumed that probe vehicles could submit their speed along with their current pogtion, regardiess of where they are.
At every time step, the probe data are sorted by their location determined from which segment the data transmitted.
Generaly, probe data may not be available for all segments for every time step. As a result, the number of observation
variables from probes is varying with time. For the segments where both detector and probe data are available, adata fuson
techniqueis required for combining the data from different sources. In this study, for smplicity’ s sake, aweighted average of
speed from both data sources was used.

The observation equations for the proposed method are composed of:

a) Theobservation equationsat the entrance and exit detectors

G=pM , W=V 6).(7)

h=pPVn , Wa=Wy 8.9
b) The observation equation for the sesgment that hasfixed detector

Gi=AM » V=V (10),(11)

where | identifies the number of segments with afixed detector. vy isthe observed speed from detector, in case that no probe
dataisavailable, whileit isequd to the integrated speed from both fixed detector and probe vehicle dataa acertain time step
when probe dataare available.
¢) The observation equation for the ssgmentswher e only probe data ar e available

Voh= Vh (12)

where v, isthe observed speed from the probe vehicles, and hidentifies the segment thet has only probe data.

The method proposed features the ability to ded with inconsistencies in observation data. According to the condderations
above, the total number of observation variables is changeable with time. At a certain time step t, the number of observation
variablesis equd to 4+2mtpy(t), where po(t) is the number of segmentswhere only probe data are available; mis the number
of segmentswith fixed detector.

4. Numerical Experiments
(1) Traffic Data

A 5,550m road section was modeled as shown in Fig. 3. The road section is divided into nine segments ranging from
400m to 800m with two on-ramps and one off-ramp. The road section has three fixed detectors located at the entrance and
exit boundaries and a the middle of segment 5. As the availahility of probe data is till limited, the INTEGRATION®
software, which has various features suitable for ITS applications including the capability to generate fixed detector data and
probe vehicle deta, after careful cdibration and validation with redl traffic data, was used to generate traffic data.

Six sets of 3-hour generated datawere used to test the proposed method.
Cas=s A to C: Low dendty
Cases D to F: Wide range density

(2) Experimental Results
For each data case, four different estimation scenarios were compared.
Scenario 1 (S1):  the macroscopic modd only;
Scenario 2 (S2):  the macroscopic mode with the KFT using the datafrom a supplementary detector;
Scenario 3(S3):  the macroscopic modd with the KFT using the probe data;
Scenario 4 ($4):  the macroscopic mode with the KFT using both the probe vehicle data and the supplementary fixed
detector data
Table 1 summarizes the experimenta results. It shows that, in al cases, the estimation error of average speed, in term of
root mean square of error (RMSEV), is smdlest when the estimates are updated using the traffic data from both fixed
detectors and probe vehicles ($4). The largest error occurs in the scenario that the macroscopic mode was used without
integrating with KFT (S1). That is the macroscopic model sometimes fails to capture the red traffic flow condition, as shown



\ Table1 Error of the estimation
RMSEv
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16.46 11.87 4.72 4.59
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Fig. 4 Comparison of hypothetica dataand its estimated va ues from different scenariosfor link 6 of Case F (wide range)

in the speed from S1 of Fig 4. On the contrary, the profile of the estimated speed from $4 accurately follow the correct one,
even in the arupt change regions as shown around the time step of 900 to 1100 secondsin Fig. 4. Quantitatively, $4 could
reduce the RM SEv by 70-85% compared with S1. Comparing among the scenarios which use the datafrom only one source,
2, which utilizes fixed detector data, provides poorer estimation results than S3, which uses probe data The disance
between detectors might affect this result. In other words, to provide the estimation accuracy on the same level as S3 and $4,
larger number of detecting points from fixed detector isrequired in S2.

5. Concluson

A method for tregting probe vehicle data together with fixed detector datain order to estimate the traffic state variables of
traffic volume, space mean speed and density was proposed. The method used a macroscopic mode along with the Kalman
filtering technique (KFT). The method can treat both conventiona fixed detector data and probe vehicle datain a unified
manner, regardless of the observation conditions, due to its ability to deal with the inconsstencies in the probe vehicle data
(i.e. the probe data may not be available for the whole smulation period in a certain segment).

The method was verified with severd traffic data sets generated by the INTEGRATION smulation program.
Experimenta results indicate that traffic state estimates could be improved using the combination of observation data from
saverd sources (i.e. fixed detector and probe vehicle).
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