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1.  Introduction  

 Support vector machine (SVM) has received many researchers’ attentions especially in these years for it’s potential 

capability as one of machine learning methods. Structural dynamical response can be written in ARMA form, therefore 

ARMA identification is the first step to make structural identification. In this paper, support vector regression (SVR) first 

is used to identify the stationary ARMA model. Next, an improved SVM by using the forgetting factor is given, which 

can be used to identify the time varying problems.  

２．SVR formulation for ARMA identification 
 The ARMA model is defined as 

t

q

k
ktk

p

k
ktkt exbyay ++= ∑∑

=
+−

=
−

1
1

1

                   (1) 

Eq. (1) can be rewritten as   

ttt exwy +>=< ,                          (2) 

where, >⋅⋅< ,  denotes the dot product, },,,,,{ 11 qp bbaaw ⋅⋅⋅⋅⋅⋅=  and 

},,,,,,,{ 111 +−−−− ⋅⋅⋅⋅⋅⋅= qtttttptt xxxyyyx . The Support Vector Regression will 

search a optimum hyper-plane (defined by Eq.(2)) to separate these training 

data into two subsets by minimizing the sum error in Eq.(3). 
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Eq.(3) is constraint by three boundaries defined by 
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Fig. 1 ε -Insensitive loss function in SVR 
 

 
Fig. 2 iε -Insensitive loss function in SVR 

Optimum problem Eq. (3) and constraint Eq. (4) is obtained based on the ε -Insensitive loss function (Fig. 1). After 

solving the optimum problem, w  consisting the ARMA model parameters is identified.  

３．ARMA numerical example 

 ARMA model as defined by Eq. (5) is used o to check the SVR identification effectiveness. 

                      
ttttttttt exxxxyyyy +−+−+−+= −−−−−− 321123 8.05.16.00.23.05.02.0                     (5) 

The noise added to the ARMA model is 5%, 20% Gauess White noise, where 5% means the standard variance of noise is 

5% of that of the simulated training data.  

Table 1. Identified result for the ARMA model 

True value 0.2 0.5 -0.3 2.0 -0.6 1.5 -0.8 Mean error 
5% noise 0.2152 0.5123 -0.2912 1.9936 -0.6106 1.5029 -0.8339 2.79% 
20% noise 0.2689 0.5448 -0.2820 1.9838 -0.6062 1.5036 -0.9154 9.41% 

After data preparation, the SVR training is carried out in the Matlab environment. The parameters of SVR for this 

example are chose as C =0.46 and ε  equaling the noise level of input data. The training data number is 100. The 

computing time is 114.1 seconds.  The identification results under different level noise are shown in Table 1.  
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４．Non-stationary ARMA identification by SVR  

 Support vector machine so far is efficiency to deal with stationary problem but can’t track non-stationary variation of 

the state variable, because each training data has same weight to influence the identified objective function in the training 

procedure of SVM. Sato has developed adaptive Kalman filter and ∞H filter with fading memory to identify 

non-stationary properties of structure. Cooper made a study in detail how to choose adaptive forgetting factor in his 

paper. The similar idea is adopt to improve the SVR, which is easy to understand that nearer observed data has larger 

influence on the structural parameter, therefore it is better to put larger weight to the near training data. 

The further problem is how to add the forgetting factor in the support vector regression. As described before, the basic 

idea of SVR is looking for an optimal hyper-plane maximizing the margin. In the time varying case, the nearest observed 

data reflects the true properties of the studied problem, and the observed data in the past have a large bias, which can be 

taken as the “noise”. That is, the longer time for the observed time, the larger noise is considered. It is well known that 

ε  in Eq.(3) reflects the noise level in the observed data, therefore a varying ε  instead of the constant ε  can be adopt 

to reflect the different noise in each training data as shown in Fig. 2. That is, one 
iε  is designed for each observed data, 

and larger values should be added for older observed data to reflect the larger “noise”. Let’s check Eq. (3).  
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The forgetting factor can be defined as 
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where 
jλ  is smaller that 1 and larger than 0. 

５．Non-stationary ARMA example 

 An ARMA model with time varying coefficients is defined as         
 

Fig. 3  Results under different Lambda 
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where tft 005.01−= . Table 2 shows the identified result before and after using the forgetting factor. It is easy to find the 

result error is very large (17.32%) when their is no forgetting factor used, and the error can be reduced to 4% when using 

the forgetting factor 0.989. Figure 3 shows the identified results under different forgetting factor. 

Table 2. Identified result for the non-stationary ARMA model 

True value 0.2
tf  0.5 

tf  -0.3
tf  2.0

tf  -0.6
tf  1.5

tf  -0.8
tf  Mean error 

λ =0.989 2.52% 1.60% 1.37% 1.61% 4.76% 10.65% 5.56% 4.01% 
C=0.6 

λ =1 11.84% 13.59% 26.70% 1.46% 29.14% 6.08% 32.42% 17.32% 

６．Conclusion  

 Stationary and non-stationary ARMA model parameters identification by improved support vector regression were 

carried out in this paper. The numerical results showed that the improved SVR was one powerful, robust, and fast 

algorithm to make system identification. Therefore structural identification by SVR with fading memory is possible 

which will be studied in next stage work. How to choose optimum forgetting factor should be studied in the future.  
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