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A METHOD OF SOLVING EIGENVALUE EQUATIONS
IN HILBERT SPACE**® t.i/ =i )'z{"j »~_

Synopsis :

Hilbert Space,” for example, in problems of rectangular plates,®7" jis rationally
studied by applying the theories of matrices and determinants, through which
much labour and time will be saved. If the equations are given as the transcendetal
simultaneous equations,®™ we must further solve them, and if they are given as
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the linear simultaneous equations, we can immediately get their solutions.

Introduction

Taking the coordinates in the edgewise directions of the given rectangular
plate expanding its deflexion into the orthogonal functions, and denoting the

matrices of their coefflicients in the directions of the cordinates with

respectively, then gives from (1) and (2)

that is,

From (3), we get

ie.,

where

and
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C=Cend,  C=[6g) wrrererrerrmrmnrremirmmeiniiiienn, (1

and the matrices of linear transformation from C to C and from C to € with
B="{Bus), A=CQp] corviveeeemrneeenenn (2

C=EBC, C=AC - veererremiiiiien (3

cm:ozc'ﬂmjéj’ 5n'=§'0(m¢t ................................. ( 4

j=1 i=1

C=BAC, C=ABC - rovrirrrmeeiieiniii (5

C=0, AC=0 oo (6

—(E-BA)}, A=(E—AB) -« oroorereeniiinnnnnn, (7

=0(E-BA)=0, 0A=0(E—-AB)=0 - oeeoeeriee (8

that is, referring

1~¢1'1 _¢117= —¢1,5 %¢l)7 ......
_¢3vl .1 “¢:;,5; —¢3,5 —¢3’7 ......
— &1 — s 1— s, Y T =

to from (2) to (8),

* Completed in March, 1950, except the examples.

@, @),

» (8).

Refer to bibliography shown at the end of this paper

** The Faculty of Engineering, Kumamoto University.
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An effective practical method of solving eigenvalue equations®® in
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¢l'rj: 2z aik‘ﬂkh iyjy k:1)375, preeee »
k=1
For simplicity and generality, we take the matrices:
A=[2,s]; ) A= [Asr] 5

{ =1, 7=3,

=0, r==s, )
instead of (7), where the latter is the transposed matrix® of the former, and the

lim A,
TyS>rce

determinant :
fAj=lx|"
An A1z Az At +veeee
Ao Ass Aug e ) J
Az x.’” X:;-.; F N RO OO R PP (11)
1:,“ : An‘ Ao weeee
I =1, r=s,
=0, limlrs 7’,3:1,2’3’...:..,
r,S>00 l :0, . 7’3%25.

instead (8) or (9).

Since eigenvalue equations are frequently given in such a form as (11), their
solutions always take much labour and time.»” It must, therefore, be transformed
into the other forms, whose solutions can extremely be facilitated.

We will derive the expansion of the most rapidly convergent series from the
right-hand side of (11), applying the premultiplier®” to (10).

Up to now, the process of obtaining the triangular matrix or that of lowering
the orders of the given determinant has mainly been started from its column or
row in the midway except the last.DP®

In this work, the premultipliers must be so constructed and arranged that it
shall continually be applied to from the last column or row up to the principal
column or row*, and subsequently, if the principal column or row is situated in
the midway, neccessarily to from the first column or row up to the principal
column or row, after the process is continued up to that.

Thus, the transformed eigenvalue equation will lastly be obtained, from which,
neglecting the terms of higher order, the practical equation can readily be reduced.

Expantion of Eigenvalue Equations

First consider the matrix :

- ).11 112 ............ an
An=
A 'z-'“,'., """""" Anz | (12)
2."41 x;n'z ln'n,

* For convenience’ sake, they mean the main column or row, which contain the elements
of large absolute magnitude and have the great influence on the magnitude of the determinant.
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and the determinant :

. ]‘ Zu 112 ............ xnl E
fAnl= | |
: A.'“ 1“ """"" '2:’“3 } ....................................... (13)
Rus Az . don ;
=0,

-which are made of first n columns and the first n rows of (10) and (11) respectively.
In Hilbert space, the nearer the element to the principal column and row is situated,
the larger the magnitude it is used to be. Therefore, if n is finite, the greater its
magnitude is chosen, the higher the accuracies of the solutions of the eigenvalues
are used to become. If n is made infinite, they become quite exact.

Take the premultipliers, their determinants, and the triangular matrix such
that

/ lt-l \
[ 1 O-onee 0 .. Ttm-ter gl o !
Et-—l L= l An—t+tm—t+1 -
n-t+
0 1 0 —. ,,}};J-HLH 0 eenee 0
. - - -
: : M An—tfl,n%ﬂ M :
: P -1 : :
0 O oeeee 1 - t'z_'; pAel o B | [PPSO 0 0 v (14)
ln—t+l.n—t+l ;
0 0.-nie 0 1 0oeeene 0
T 0
0 O-eene 0 0 Qeee 1
N /
‘Eiz_-lt+1\—1 ................................................................................. (15)
. B PO 0 0 O crvrenneenenneenens 0
) gt g
Q-eeee 1 0 O corvmerrennnerennnen. 0
Bt
Qe 0 -kl [ TSP 0
hh
T . ¥ A S 0
132,?;”"“ ............ (16)
Rn—:p+h-1
Qeerene 0 - “ﬁ"?ﬁ'lﬁr [ T Toeniinnn 0
3N
; zn-p-{»h-l
0 ...... 0 — Tif;»fh_l ; 0 ............ 1.0 0
T M Byl . .
: s Pl s L
K [\ 0 - ’*;T—hj-’?ri’—f" | PP 1
A T PP T PP PP (1
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and ‘
p-1 _ -1 n-p g )
rn:’H I;f_f” (H E, . /I,L), tz(n—p), t,p=1,2,3 - R
. -1

"= n-p n-p etectscscencan
i pei-t 17 figfeesereees A3 0- 0 0
’H} Ih—l oo
i - it Q cererenrranenes ) 0
| H H . :
-
}.p,lp O sescesssnecnees 0 0
n-p-1 n-p-1 n-p-1 n-p- teve i}
} A]:+],l A1:+f,2 ceeret A;:+l,p %p+l,p+l "t 9 0
| . . . . . .
I : < : . . .
i 11 1: . :1 ‘1: H
i h .
j An-l,l An—l,z sernes Zn—,l,p An—l.p+1 seoees An—-l,n—l E
) 0 0 0 0 0
" ).u.l An,? coeeereee An.p A A)L,p+l”“"'" An,u—l xn,zz
- - . Qu-P n-Pp cesevesseavanns ™
mp fafrereenee 2050 Ay 0 0 0
\ |
= n-pit n-p+1 n-p+1 esaes i
0 L AR [ 31 ne O cevennnees 0 0
H H .- . H : . !
: : : : : : P
n-2 «n-2
0 ) JERTEPIIPRN L i, Q seererrrnenens ) 0
n-1
ceererinenes ) n-t 0 0 0

sn-p-1
'lp+1.p Ap+i,p+1

[ S

S sevncsssanes O
—eereee

=LA~

0
0

i A)L—l,p Ll—],p+l An—l,n-l
0 0
0 0 ceensssernes 0 xn,& }-n,p+1 setsesscescsesnane An,n /
where )
- uz—l -1 m-1 Sfam -1
A7 s ‘ )1 n-m+X An-m+1,8 An—m-&-l,n—m—k] ) 1
J .................................... (19&/‘
Z)',N:Ams
m+1_ m 1 an n
e T A ] -, S AZ)L—’m -t
m-t__ oqm=1 m-1
2 NI Ar n-m+1 ln m+1,n- m/}n n+1, )Z—m+1)
m-1 m - =m-1
X l)z—m,‘- n—m,n—m+1An-m+l,s/:{n~m+ln—m+l>
/Am __ym-1 m-1
”-M,R-m n-m,n-m+i Ln-m+1,n-m, An m+1,72-m+1

m -1 m-1 m-1 . »
'_'Ar'n_/,,H.] AIl—m+’,S/Zn—m+1 Moo W]y TR ereseseieeeiit i \lgb'

p<r,s < (n—m), 7,8,m=1,2,38, -

"‘71’+”:Al’.";.1’+"“‘_ n P”l—l An‘JpHaAl/ln prh-1

ig T AT T ALRT T T AR AR e (203‘)
S TRAMIEY LIt A’i-f’,}“” e
— AP AR T I
XA = e IR A e
1 VAT AREE VTl U A b Ui e ESPRPRRRRRIPIORY (20b)
4,7 < p, i,7,h=1,2,3, - :
Wi Qi qu ikl gu R QR BERTL (21>

< p<li,  4L,5,h=1,23 .
Neglecting the terms of higher order, we get from (19a,b)

- 18
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m+1 m-1 m-1 - m-1 2~
Xr,s _Al s ""A) n m An ms/ln ~M, N - xr.nl—m+l xn—m—n s/ln, m+1,n-m+1

m-1 m-1 m-1 m-1
+{AI,’IL mA]L NN -Mm+1 Xn m+1, 9+A7 n -m+1 xn m+ln-m n-m,s

m-1
J G L e PR (222)
__ ym-2 m-2 m-2 m-2 m-2 m-2 n-2
- Ar s '_xr,n—m An~m s/xn—-‘m n-m" Ar,n-m+l )»n m+1 S/LIL—erI w-m+l

m-2 Toam-2
Ar n m+2 An-m+2, s/ln m+2,n - m+2+(18 n-m An ny - m+1 An m+1,5

+A;Z’:7_L2-m+1 A:’zl 5L+l n-m n n s}/ n- m n-m :;L 7:21,+l R-m+l  TTTrTTrrenecerees (22b)
p<r, s X (n—m), r,8,m=1,2,3, - ;
and similarly from (21a,b)
;z,;p+h: :.z'j-p+h—2_ EL,;Lp+IL n p+h Z/An pth-2 Zzhp;th 1; ]p‘jh 2/1;17: f),?;,fiz
AR A MR A A A
[an: f’;;”l“’ ;}",LP”’*Z ............................................................... (23a)
Zn p+h- Azz‘l-bp+h—3 A'I’L-_p%—h—3/&71,—"p+71-—3_~A?L—p{—IL—S 1%:11;.’1, 3/272 Jpzh
— IR TR AR A G R s
+A{ﬁh€j"‘3 ;f:f;:” 175,]1”” 3}/1’} S p+h -3 75:1{;:’5; ..................... (23b)
hlij<p,  4.7,h=1,23, .
From (13) to (18), gives
[7ul="4x|
:AJn,;P 1;1,51”] """ A_p,p lp+1.p+1 1_p+2,p2+2 """ An J,m-1 ln’n
=0, e PPN (24)
from which, since
[ )} PP e (25)
”r:‘L_O R P e (26)
must clearly hold true, we get
AR A0 e (27)

that is, the transformed eigenvalue equation.
The Plactical Eigenvalue Equations
Firstly, if the first column and the first row of the eigenvalue equation (13)
are theTprincipal,* then putting
n=4, p=1, m=2, Fmg=T1 cerrrvereitimieriiinnieaninn (28)
into (22b) and referring to (27), we get ’
R = Aiot— Atsadon/Aass — Aot/ Asss — Aiysdant/ At & {RssoRonsRons v AussRnszhen Y Ansedans

O U P PP PP PRR (29)
Neglecting the terms of higher order, we obtain

13 1= A — Anshet/Azz— Apmdast/Aas =0 oo (30)

A=At Anedag/Asyn =0 ceermaem (31)

A3 Ad ] s (32)

whose accuracies are dependent on the degrees of the approximation.
When the original eigenvalue equations are transcendental, their eigenvalues
are generally obtained from (29). Referring to from (29) to (32), we can readily

* For convenience’ sake, they mean the main column or row, which contain the elements
of large absolute magnitude and have the great influence on the magnitude of the determinant.
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understand the reason why 4,=0 gives the very good approximate solutions, wiﬁh
respect to 4.=0, 4,=0 or 4,=0 respectively, in bibliography (7).

Now, when the original eigenvalue equations are linear as the secular equations,
then the first root shall only be gotten from (29). and the p-th root shall generally
be gotten from

=0, p=2,3,4,- , e (33)
when the p-th column and the p-th row are the principal.

Therefore, if the second column and the second row of (13) are the principal,
then, putting

n—5, p=2, R=1,  d=F=2 e (34
into (23b), we obtain
g,2= 2“27'3 - 12,111,2/}‘1,1 - 12)3137‘3/1%3 - 12)414»:’/14:4 - A;3):'515,2/).5,;’;

+{Aa,5A5,0h 402+ A2yaharshnsz } Rsishape =0 S (35)
Neglecting the terms of higher order, gives from (35)
43'2: Azye— Az dun/Ases — AnaRarafAapga =0 corvvrrmin (36)
o= Ane— AasdaafAgn =0 covrrrreer e (3T
QEGRTAG AL oorve et (38;

whose accuracies are dependent on the degrees of approximation.
The Practical Eigenvalue Equations for Problems of Rectangular Plates
Now, if we come back to Eq. (9), that is, the case where the transcendental
eigenvalue equations are given in problems of rectangular plates, then, referring
to from (28) to (32), gives
1-FayBu— FaniBiudosBu/(1—FasiBis) — SaniBusasiBu/(1—FatsiBis)
—FaufuSoarBu/A—ZoriBa) +{ZauBulasnfisSasBu ’
+ZanuBisZasiBinlasiBu}/ A — JasiBis) (11— EasiBis)

-0, G=1,8,5.7 weveeeereeminree ettt s (39)
1—ZaBi— FoBiusZ asiBu/ (A — T asiBis) — FariBisS asiBu/ A— Zats:iBis)

=0, 3=1,8,5 wervrereeniraernniens e et (40)
1-Zasifu— EauBisEasiBu/ (1 ZasiBis)

-0, F=1,8 e s (41
Lo JOUBIAAD +vrvererereere et e (42)

For the quadratic plates with crosswise symmetrical boundary conditions, we
obtain, referring to from (1) to (9),

C~AC=C, cA=(am =B ST (43)
and .
1+ + s gy oo )
+as. 1+, £ Olgyy eeeeeen
+ _d‘rnx i 1 T A— | N (44)

Therefore, from :41), referring to from (28) to (32), gives
1:‘:“111 _alyﬁa%l/(liafbﬂ) _al’ﬁa{;yl/(l:‘:aﬁyfy) ““1,7“7,1/(1:‘:“7,7)
{1 50nm0s,1 + 15050001 3 (LR sy8) (LEAsys) =0 oveveeneiniiinninnnin (45;
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Atans—anstsy/ At ass) — ausesy/ At ass) =0 e (46)
It — a1/ (T Ess) =0 crvveremriiie e (AT
THanARZ0 v [ (48"

Numerical Solutions of Eigenvalue Equations

The further process of numerical solution of the simplified eigenvalue equations,
obtained from the original f)y applying Eq. (29), (30), ------ , or (48), is generally
divided into the following two classes : ,

1. If the given eigenvalue equations are linear and simultaneous, then we can
readily solve them by the iteration method.®

2. I the given seigenvalue -equations are transcendental and simultaneous,
then we must solve them by (a) the Method of “Regula Falsi,”® (b) the Newton-
Raphson Method,® (¢) the Lagrangian Interpolation Method® etc.®

Examples '

In order to testify the accuracies and the usefulness of the derived theories
and the practical eigenvalue equations, the three examples, found in bibliography
(D, (9, and (3), will bse given as in the following :

Ex. 1. To solve the eigenvalue equation:? .
1+ Ku K K Ki;
K 1+ K. K K;;
_ B T (49
K Ky 1+ Kss Ks;
K';'], K-7:{ K’ﬁ 1+K’7
where 8 pms  0.49 n2 1.7 42 ‘
_opns V.adn's 1.0 p —=1.3.5 ceveer eeenennn
Kus= =G, (nE+ 50— 12 » n,s=1,3,5, , (50)
G=v'n24+p (0.7n2—p)? Tgh—g—~ Vini+p
— VR4 (0.7 0 ) Tgh—g— VIE—fl . e (51

Applying Eq. (45) and (46) to (49), and utilizing the Lagrangian Interpolation
method, we get

2=0.720494 (52)
2=0.720515 - o (53
which are more accurate than the exactly estimated values:
£=0.720503  fOr 45 ceeereeeee . e (54)
#=0.720555 for A3 e (55)

respectively.
Ex. 2. To solve the sigenvalue equation, obtained by W. Ritz in the vibration
problem of the rectangular plate :®

13.95-1 — 32.08 - 18.60 + 32.08 - 37.20 - 18.6

~16.04 411.8-1  120.0 —133.6 - 166.8 - 140

+18.60  —240.0  1686-1 —218.0 1134  + 330

+16.04 -133.6  +100.0  2045-2 - 424 179 | -0
~18.60  +166.8 567 4200 6303-2 1437 (56)

+18.60  +280 330 358 —2874  13674—4
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Applying (29), (30), (35) and (36) to (56), we get

A=12.403 o s (57)
Mm12045 e (58)
and
A3m=870.2 ot e (59)
F5=382.8 oo (60)

reépectively-, for which the exact eigenvalues: ;=12.4712 and 2,=378.038 are
calculated by the iteration method.®
Ex. 3. To solve the eigenvalue equation:®

AQ- B 4 :
A 5 0 0 0 B
4 16A+En 4 _4 5 0o
9 A2 5 5 25
4 a9 _ 2
0 ~5 g 0 ° © =0
4 AQ 5 o
(] ‘ 3 0 B2 , 0 21
36 jML _ 777& (6D
s o 2 24 2 A(16+45)7 |
e 5 o1 35 I

Applying (35) to (61), we imediately obtain

i61(1+ﬁ2)2 w<é—>2 Bz _<£>2 B: )
B 9/ A(1+p%)2 5/ A1+9p%¢

_.<i>2 Bs _ 36 )2 62 :0
5/ A(9+pF2)* (25 A(9+9p52)°
from which gives

s B[, 8L 8L/ 1+p \ 8L/ 1+B :
A= 81(1‘*‘82)4 [1+ 625+ 25 . 1+933) 25 < 9‘5‘82 /)] ......... (62)

that is, the very equation (i), given in bibliography (3).

Ex. 4. To solve the eigenvalue equation : 1
| 892-72¢ ~1133 243 |
i 1416 —18382+360¢ 13 607 =0 s (63)
135 — 609 41581 366 2

Referring to (29) and (31), we obtain from (63,
E mT0.88  coreerrr e e s (64)

' EL=T0.85  oeeeneae e B R TIRTRes (65)
respectively by the iteration method®, for which the exact eigenvalue: §;=10.872
is determined on checking. ’ 4

Conclusion

It is satisfactorily verified that, for all the sufficient accuracies, the solution of
" eigenvalue equations in Hilbert sqace can rationally be facilitated, and furthermore,
much labour and time can be saved. Originally, it comes out from the successful
realization of the idea, that the process of deriving the triangular matrix from the
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given matrix or the process of lowering the order of the given determinant in
Hilbert space must successively be applied to from its last column or row up to
its principal column and row and then from its first column or row up to them,
though it is usually not the case in text-books of mathematics. :

The same formulae will also be applied to the approximate estimations of the
determinants with the converging principal column and row.
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